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What we have used

•VMWare Workstation Player 12.5 

•Ubuntu 16.04 LTS x64

•NS3 version 3.26

•NetAnim 3.107

•Gnuplot



Project Topology



Source Code Demonstration Main Function and Nodes 
Creation and defining TCP Congestion Algorithm Type



Source Code Demonstration Stack Creation and IP address Assign



Source Code Demonstration TCP Node N0 to N5



Source Code Demonstration TCP Node N1 to N6



Source Code Demonstration UDP Node N2 to N7



Source Code Demonstration Final Part 



NetAnim Demonstration N0-N5 TCP



NetAnim Demonstration N1-N6 TCP



NetAnim Demonstration N2-N7 UDP



TCP New Reno 



TCP Vegas



TCP YeAH



TCP New Reno vs TCP Vegas



TCP New Reno vs TCP Vegas

• NewReno tends to be very steep sloping downwards from left to right having 
more throughput time than TCP YeAH. 

• At congestion window (cwnd) value 1.000000, there is a symptom of slight 
congestion avoidance at time 17 sec, than again it regained its cwnd value 
consistently. 

• cwnd value of TCP Vegas tends to remain close to 0(zero) from time 05~17 
sec, then there is a scenario of data being dropped for about 2 sec. 

• This also depicts that there might be a tendency of more packets loss with 
more packets retransmission and the nodes to be remained busy with fast 
recovery of data losses. 

• TCP Vegas proved to show very poor performance against congestion 
avoidance. 



TCP New Reno vs TCP YeAH



TCP New Reno vs TCP YeAH

• TCP NewReno tends to be very steep sloping downwards from right to left 
having more throughput time than TCP Yeah. 

• At cwnd value 1.000000, there is a symptom of slight congestion avoidance at 
time 17 sec, then again it regained its cwnd value consistently. 

• cwnd value of TCP Yeah tends to gain value consistently up to 350.000000 
from time 05~10 sec, then it fell drastically to less than 100.000000 at time10 
sec. 

• The graph tried to regain again but it seemed to stay in the same level 
depicting that there is more congestion taking longer throughput time and 
outstanding packets yet to be transferred. 

• This also depicts that there might be a tendency of more packets loss with 
more packets retransmission and the nodes to be remained busy with fast 
recovery of data losses.
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TCP New Reno vs TCP Vegas vs TCP YeAH

• TCP NewReno tends to be very steep sloping downwards from right to left having 
more throughput time than TCP Yeah. 

• At cwnd value 1.000000, there is a symptom of slight congestion avoidance at time 
17 sec, than again it regained its cwnd value consistently. 

• cwnd value of TCP Vegas tends to remain close to 0(zero) from time 05~17 sec, then 
there is a scenario of data being dropped for about 2 sec. TCP Vegas proved to show 
very poor performance against congestion avoidance. 

• cwnd value of TCP Yeah tends to gain value consistently up to 350.000000 from time 
05~10 sec, then it fell drastically to less than 100.000000 at time10 sec. 

• The graph tried to regain again but it seemed to stay in the same level depicting that 
there is more congestion taking longer throughput time and outstanding packets yet 
to be transferred. 

• There might be a tendency of more packets loss with more packets retransmission 
and the nodes to be remained busy with fast recovery of data losses.



We Found out that
• TCP Vegas does lead to a fair allocation of bandwidth for different delay connections. 

• Only TCP YeAH is behaving against long delay connections

• TCP NewReno make some performance improvements to TCP Vegas and YeAH. TCP NewReno
achieves higher throughput than Vegas and YeAH for large loss rate. 

• TCP Vegas may prove to be better when more than one packet is dropped in one window.TCP
Vegas causes much fewer packets retransmissions than TCP NewReno and YeAH. 

• TCP NewReno tends to gain its cwnd value aggressively while TCP YeAH tends to be stable 
and relatively close to 0 (zero). 

• when the buffer sizes are small, TCP Vegas performs better than TCP Reno and YeAH, since it 
does not require much space in switch buffer. As the buffer sizes increase, TCP NewReno and 
TCP YeAH throughput increase at the cost of a decrease in TCP Vegas throughput. 

• It is suggested that  a change in Vegas algorithm to make Vegas more aggressive in the 
competition. 

• This may be worthy of further investigation in the future work. However, all the efforts in 
analysis of queuing algorithms effects lie in the gateway size.

• To conclude,we found TCP NewReno performing the best but the debate for which is better 
in which aspect is still and open discussion to talk about.



Surprising Factor TCP Tahoe worked on NS 3.24



Surprising Factor
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