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Classical Network Appliance
Approach
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• Fragmented, purpose-built hardware.

• Physical install per appliance per site.

• Hardware development large barrier to entry for 

new vendors, constraining innovation & competition.

Network Functions Virtualisation 
Approach

High volume Ethernet switches

High volume standard servers

High volume standard storage

Orchestrated,

automatic & remote install.
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Adapted from: Network Functions Virtualization - Everything Old Is New Again. F5 White Paper. August 2013

 Architecture

 Reduced number of physical network elements to manage and deploy,

 Service elasticity, agility (increased time to market)

 Capital Expenses (CAPEX)

 Standard x86-based servers considered cheaper than routers/appliances,

 Economies of scale (better resource utilization in large DCs)

 Operating Expenses (OPEX)

 Automated network operations: reduces management requirements, branch visits

 Reduced expenses such as power due to consolidation, efficiency
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 Provides functionality required for the

provisioning of VNFs, and the related

operations, such as the configuration of the

VNFs and the infrastructure these functions

run on

 Orchestration and lifecycle management of
physical and/or software resources that

support the infrastructure virtualization, and

the lifecycle management of VNFs,

 Databases 

information

that are 

and data

used 

models

as well

to store the

which define

both deployment as lifecycle

properties

resources.

of functions, services, and



Cloud computing is “a model for enabling ubiquitous, convenient, on-demand network access to a shared

pool of configurable computing resources (e.g., networks, servers, storage, applications, and services)



Need for high availability for VNFs

Multi-tenancy: VNFs that deploynot just for a single customer but for a large number.

Interiornetwork features like “virtual core routing” could be associated with a large-scale network

virtualization application.
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SDN

Controller

Interface e.g. OpenFlow

Network/Business Applications

APIs

Load Balancing

Routing

MAC Learning

Network Services

Forwarding Switches



Sources: Ahmad Rostami, Ericsson Research (Kista): http://www.itc26.org/fileadmin/ITC26_files/ITC26-Tutorial-Rostami.pdf and Uwe Michel, T-Systems

http://www.itc26.org/fileadmin/ITC26_files/ITC26-Tutorial-Rostami.pdf






•

•

•

•

•

•

•

•

•

•



Source: Rashid Mijumbi, Joan Serrat, Juan Luis Gorricho, Niels Bouten, Filip De Turck, Raouf Boutaba, “Network Function 

Virtualization:State-of-the-art and Research Challenges”. IEEE Communications Surveys and Tutorials. First Quarter, 2016.



Access Network 

(E-UTRAN)

User Equipment

Evolved Packet Core (EPC)

eNodeB eNodeB

S-GW MME

PCRF P-GW

External Networks

Access Network 

(E-UTRAN)

User Equipment

VNFs

P-GW

PCRF

eNodeB eNodeB

S-GW

MME

External Networks

Data Centers

Source: Rashid Mijumbi, Joan Serrat, Juan Luis Gorricho, Niels Bouten, Filip De Turck, Raouf Boutaba, “Network Function 

Virtualization:State-of-the-art and Research Challenges”. IEEE Communications Surveys and Tutorials. First Quarter, 2016.
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providers, (46%), cloud service providers (14%), enterprise end users (14%)

and a variety of others (24%) from user communities.

Data source: sdxcentral.com



Source: Rashid Mijumbi, Joan Serrat, Juan Luis Gorricho, Niels Bouten, Filip De Turck, Raouf Boutaba, “Network Function 

Virtualization:State-of-the-art and Research Challenges”. IEEE Communications Surveys and Tutorials. First Quarter, 2016.



Open source collaborative project founded and hosted by the Linux

Foundation, and composed of TSPs and vendors.

Introduced in September 2014 as an outgrowth of the ETSI NFV 

Industry Specification Group (ETSI NFV ISG).

Includes participation of leading end users to validate OPNFV meets the

needs of user community
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https://www.opnfv.org/about/memberslist as of April 14th 2016

https://www.opnfv.org/about/memberslist










•

•

•

•

•



http://portal.etsi.org/NFV/NFV_White_Paper2.pdf
http://www.etsi.org/deliver/etsi_gs/nfv/001_099/002/01.01.01_60/gs_nfv002v010101p.pdf
http://www.etsi.org/deliver/etsi_gs/nfv/001_099/001/01.01.01_60/gs_nfv001v010101p.pdf



