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Abstract—Unmanned Aerial Vehicles (UAVs) have received sig-
nificant research interest from academia due to their on-demand
content distribution capabilities using mobile edge computation
and the next-generation Flying Ad-hoc Network (FANET). With
the addition of Software-Defined Networking (SDN) and net-
work virtualization, these UAVs have transformed into three-
dimensional distributed heterogeneous networks. However, the
softwarized UAV-based communication is prone to high latency,
energy consumption, resource constraints, and link failures.
Hence, content orchestration has become a significant challenge.
Information-Centric Networking (ICN) uses content-based rapid
data dissemination in the dynamic wireless scenario. However,
ICN-based content discovery and distribution have not been ex-
plored extensively for UAV-assisted networks. In this work, we
propose a UAV-assisted multi-layer IC-SDN solution to tackle the
content distribution challenges using distributed controllers placed
hierarchically in the edge and cloud tiers. Besides, we formulate
the traffic optimization problem into a joint forwarding and flow
scheduling problem using M/M/1 queueing allocation model and
propose a heuristic edge-cloud traffic flow assignment solution that
allocates requests based on the service type and device location.
We evaluate the proposed solution in a simulation environment
considering the mobility principle of FANET nodes. Besides, the
effectiveness of the optimization solution and the performance
gains are evaluated analytically. The simulation and numerical
results show that the proposed optimization model is efficient as
compared to other solutions, in maximizing throughput and mini-
mizing computational latency, delay, and packet loss.

Index Terms—Flow optimization, information-centric
networking, software-defined networks, UAVs.

I. INTRODUCTION

THE modern internet is driven by the synthesis of Fifth-
Generation (5G) wireless network, Artificial Intelligence
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(AI), Internet of Things (IoT), and edge computing [1]. These
technologies potentially increase the capabilities of participating
devices in wireless ad-hoc environment to initiate effective
communication with neighboring nodes while satisfying the
end-users by transferring massive data in a few milliseconds [2].
In recent years, academia and industry have strived to innovate
efficient wireless and infrastructure-less ad-hoc communication
that utilizes edge computing, and 5G networks [3]. Unmanned
aerial vehicles (UAVs), also known as drones, have emerged
as an exciting new area that forms a unique type of ad-hoc
communication titled flying ad-hoc networks (FANETs) [4]. In
general, UAVs are classified into low-altitude platforms (LAP)
and high-altitude platforms (HAP) based on their application,
weight, range, flying principle, resource utilization, and energy
consumption [5]. Besides, a subset of UAVs form a swarm
and communicate with each other. Some of them communicate
directly to the infrastructure on the ground, while others com-
municate with the intermediate or neighboring UAVs through
multi-hop communication.

Compared to a mobile ad-hoc networks (MANET) and ve-
hicular ad-hoc networks (VANET), the mobility of UAVs in a
FANET is significantly different in terms of speed and degree
(i.e., 3D) in the air. For example, in an inter-UAV network,
UAVs generally operate at speeds of 20 to 500 km/hour to
share information, participate in the rescue mission, and main-
tain awareness of targeted objects in the air and ground [6].
Therefore, UAVs in FANET are required to maintain several key
characteristics such as diversified QoS requirements, dynamic
topology changing, higher mobility, inadequate resources, low
frequency node, and consistent network partitioning that in-
troduce link disruption, node failure, routing, and computation
overhead in the network [7], [8], [9], [10], [11], [12].

SDN and NFV emerge as promising solutions [13], [14] to
tackle some of the FANET-based challenges [15], [16], [17].
The control plane in an SDN-based UAV can either be imple-
mented separately or merged with the data plane. The majority
of contributions regarding softwarized UAV-based architecture
focus on mobility, routing, monitoring, controller placement,
security enforcement, and coordination with VANET, IoT, and
Wireless Sensor Networks (WSN) [18], [19], [20]. Hence,
the mobility of UAV nodes introduces several challenges in
SDN-based scenarios [21]. Compared to mobile wireless ad hoc
nodes, UAV rotates the current state’s position to the changed
state at a minimum of 100 to 500 m/s; 5 to 10 times faster
than VANET and 100 times faster than MANET. Therefore,
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lack of efficient and scalable communication between SDN
controllers and UAV may lead to participating components,
i.e., sensing unit, base station, radio-access tower, backbone
network, and back-end server (e.g., data center) susceptible to
congestion, delay, traffic consumption, and bandwidth-related
bottlenecks [5].

ICN is a promising communication paradigm that replaces
the traditional host-dependent end-to-end communication into
name-based hop-by-hop communication emphasizing on con-
tent first location second principle [22], [23]. ICN performs in-
network caching, named-based forwarding, and mobility man-
agement, allowing infrastructure-less wireless ad-hoc commu-
nication (e.g., IoT, WSN, FANET) to achieve low latency and
minor network load. In addition, ICN offers several advantages
in the UAV-assisted FANET [24], [25], [26], [27], [28]. First,
a flexible namespace offers unique identification of contents
generated in different heterogeneous layers of the networks [26].
For example, contents within a geographical area of interest
can be aggregated or retrieved through data-centric model and
enforced queries with a single interest or request with a hierarchi-
cal namespace. Such namespace structure includes geographical
references (e.g., GPS details), service types, devices, or sensor
IDs [25]. Besides, ICN also supports asynchronous information
dissemination through publish-subscribe (pub-sub) mechanisms
(e.g., pull and push-based) which allows UAVs to manage their
subscription requests and other records while shifting position
from one access point to another in the network. For example,
an enhanced pull-based pub-sub approach is presented in [25]
that ensures critical information retrieval by UAVs when there
are temporary interruptions in the network. Furthermore, in-
network caching enhances the previously requested contents to
make them available at specific access points (e.g., base stations
and ground control stations), resulting in limited bandwidth
usage and lower latency. More specifically, specific access points
acting as border gateways maintain their cached contents by
keeping the freshness of local data and updating them consis-
tently [24].

By acknowledging the benefits of both SDN and ICN, we aim
to integrate them into an IC-SDN communication principle that
offers both flow-based and named-based forwarding and caching
into the FANET system while preserving the UAV-specific
QoS requirements in the network. However, implementing a
content-oriented networking flow into the same or different
domains would require path optimization, multipath forwarding,
and allocating specific services to different nodes. In FANET,
the nodes are diversified as UAVs, ground units, road-side units
(RSUs), base stations (BSs), radio access networks, and remote
data centers have unique principles and characteristics. Edge
computation can solve latency, throughput, system cost, delay,
and signaling overhead by bringing the content closer to the
consumer. Therefore, integrating edge computing capabilities
on the controller would allow an automated discovery and
distribution of contents regardless of the service type and the
location of consumer and producer nodes. As a result, applying
joint optimization techniques becomes a promising method to
tackle the challenges of data dissemination, coverage, mobility,
and energy efficiency while outlining a reliable communication

solution that effectively integrates communication, caching, and
computing in FANET [29].

Therefore, in this paper, we adopt an IC-SDN principle that
allows the controllers located in the edge and cloud to perform
name-based flow installation in the aerial and ground units
with in-network caching capability while acknowledging the
challenges mentioned earlier. The controller keeps track of the
available contents in both air and ground layers and guides
the consumer node from the ground layer to retrieve the most
desired content within the same or different domains using the
most optimal path. A software-defined FANET system with a
multi-layered control plane is designed and analytically modeled
to perform these operations. In addition, the proposed com-
munication and queue allocation model utilizes named-based
information sharing among the participated nodes and allocates
tasks based on the severity of service requested by the air and
ground units.

The major contributions of this work are given below.
� A multi-layered information-centric softwarized frame-

work is proposed to integrate UAVs, sensor nodes, and
SDN controllers with edge and cloud services. Based on
QoS requirements, the system initializes the automated
content distribution and traffic allocation over edge and
cloud layers.

� A hybrid combined pull and push-based information-
centric communication paradigm has been proposed us-
ing the hierarchical placement of multiple controllers to
exploit the simultaneous advantages of edge computation
and network virtualization.

� UAVs are utilized to collect necessary information from the
sensing units under a particular range and offload additional
cost computation. Hence, UAVs act as mediators between
the data units (sensing nodes) and the control units (edge
and cloud controllers).

� The joint forwarding and flow scheduling problem over a
multi-layer air-ground network is formulated analytically.
As the optimization problem is NP-hard, the problem is
decomposed into two-layered (i.e., edge and cloud) se-
quential flow assignments. In addition, a heuristic solution
is applied to each of these assignments to provide rigorous
bounds on the computational complexity and to allow the
packet retrieving procedure in a UAV-assisted environment
in the most efficient way.

� The system model is prototyped into a simulated envi-
ronment to showcase the feasibility and efficiency of the
proposed method.

The remainder of the paper is organized into five sections.
Section II outlines a generic overview of the softwarized FANET
and then discusses the existing softwarized UAV-based traffic or-
chestration solutions. Section III introduces the proposed multi-
layered architecture highlighting the specification, characteris-
tics, and working principle of individual nodes located in differ-
ent layers. We then discuss the intra and inter-communication
among participating nodes and formulate them analytically
through the queue allocation model. We propose two assignment
algorithms for both generic and computational traffic flows in
Section IV. Section V presents the experimental evaluation
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Fig. 1. Macro view of the topological model of softwarized UAV-assisted
architecture.

and performance analysis of our solution comparing against
state-of-the-art algorithms. Finally, we conclude the work in
Section VI, recalling the primary contributions and discussing
the future work.

II. BACKGROUND AND RELATED WORK

We start by giving a short overview of softwarized FANET,
including the main components and their working principle.
Then, we discuss some of these existing solutions, and their
significance and limitations in terms of architecture design and
overall performance.

Fig. 1 shows the macro architecture of a softwarized UAV-
based network. We use this specific model here, as it lays
the ground topology for the proposed solution. UAVs oper-
ate individually or as swarm in a mesh-based topology. The
main components of SDN-driven FANET are UAVs, sensing
unit, control station, and base station. UAVs have multi-folded
responsibilities in an SDN-driven FANET, where they act as
clients, relay nodes, or on-board units (OBU) in the data plane.
Besides, vehicles and other sensor devices act as middleware in
some scenarios [12]. On the other hand, the sensing units in the
ground behave as forwarding devices in the data plane and have
OpenFlow (OF) [38] compatibility. The ground station works
like a base station and initiates communication with UAVs in
the sky from a certain distance [19], [30], [31].

In most cases, the SDN controller is initialized physically or
virtually in the base station (BS), ground control station (GCS),
smart vehicles, or embedded into the UAVs due to mobility and
energy usage complexity [15], [39], [40], [41]. Regarding UAVs
as SDN controllers, multiple UAVs create a group or swarm to
establish a distributed hierarchical control plane where a single
UAV performs as a master controller and others operate as
domain controllers [42], [43]. In general, the SDN controller
adopts a multi-path forwarding strategy using the diverse inter-
face provided by UAVs and other sensor nodes. It then calculates
the decoupled paths among those units based on their link status,
quality, and available weight. When there is a link failure,
the forwarding strategy offers alternative paths. Additionally,
the 5G communication offers virtualization, slicing, and edge
computing capabilities in the base station. Therefore, applying

edge capabilities to BS or control stations improves the overall
performance and energy consumption, allowing the UAVs to
fetch necessary information from a specific domain instead of
connecting to the data center through cloud computing [44]. Au-
thors in [32] propose an SDN-UAV framework where the UAVs
are equipped with wireless interfaces allowing them to commu-
nicate with other nodes through OF protocol and southbound
interfaces (SBI). Apart from these interfaces, the framework also
features GPS, different sensors, and other computation and stor-
age units. The solution is technically promising as it merges the
SDN and NFV with a containerization technique that allows the
lightweight inbuilt system to be integrated into UAVs on-demand
resulting in lower energy consumption. However, the authors do
not evaluate the proposed system against similar works. Secinti
et al. [45] introduce fog computation into UAVs by optimizing
the network and computational resources analytically in an
SDN-based two-layered aerial mesh environment. The UAVs
are implemented as intelligent computational nodes, whereas
the controller has been given task allocation responsibilities on
the mesh network based on the QoS requirements. Although the
solution presents task allocation and queue processing among
intra-UAVs, ground sensing units, and an SDN controller, it
does not discuss the solution’s energy consumption impact.
On the other hand, implementing UAVs as fog nodes instead
of an edge may introduce additional overhead in the network.
In [19], UAVs are deployed as relay nodes (cloudlet) to help
the MEC servers offloading computational and delay-sensitive
tasks from the vehicles in a dynamic software-defined vehicular
environment. Despite the theoretical analysis, cost-optimized
algorithm, and performance evaluation favor the efficacy of the
proposed protocol, the authors do not emphasize the SDN con-
troller’s impact on the solution. More specifically, they neglect
some generic task implementation, such as collecting informa-
tion from the topology and guiding the participating nodes to
exchange information. The solution proposed in [46] adopts the
ICN principle through blockchain. However, due to the con-
sensus principle of blockchain, it introduces additional routing
overhead and higher latency. As a result, the combination of SDN
and ICN fits perfectly in the FANET infrastructure. The lack of
a solution in this field motivates us to propose a solution that
brings content closer to the UAV and maintains the scalability
among the participating nodes, which is one of the fundamental
requirements of a heterogeneous multi-layered network. Xiong
et al. [36] present a combined hop-by-hop data aggregation with
a store-carry forwarding module as a form of coalition formation
to reduce additional energy in a multi-UAV system. Although
the results show promising outcomes in energy consumption
and several coalitions against hop limit and iteration time, the
authors do not provide any details regarding the single point
of failure and how the prototype can tackle node recovery and
maintain scalable performance in the FANET ecosystem.

Table I compares our solution with existing softwarized
solutions regarding objective, technology adopted, evaluation
metrics and remarks on the key points. Most of the SDN-based
UAV solutions neither address the controller-specific task as-
signment nor the coordination between distributed controllers.
On the other hand, the information-centric UAV solutions do not
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TABLE I
COMPARISON OF EXISTING WORKS WITH PROPOSED SOLUTION

highlight the fundamental forwarding and caching capabilities
of the sensor units or vehicles and how UAVs take advantage
of in-network caching facilities from these nodes in the ground.
Though these solutions tackle some of the existing issues, such
as task assignment and routing orchestration theoretically, they
do not focus on content distribution through traffic optimization.
Therefore, we adopt a hybrid solution that takes advantage of
both ICN and SDN, offering flow-based operation on the control
plane while providing hop-by-hop forwarding into the data
plane. Besides, the ICN-based packet structure is modified to
take advantage of the pending interest table (PIT) that offers both
on and off-path content caching depending on the service type
and popularity of specific content. The synchronization between
multiple controllers in different layers is optimized analytically,
while edge computation facilitates improved data aggregation
among UAVs and other units.

III. INFORMATION-CENTRIC SOFTWARIZED FANET

In this section, we propose an information-centric softwarized
UAV-based framework that is divided into three identical layers
as shown in Fig. 2. We discuss the solution from its architecture,
system model and communication perspective below.

A. Architecture Overview

The proposed architecture is divided into ground, aerial, sub-
control, and control layers. Similar to [18], both ground and
aerial layer are placed under the data plane while sub-control
and control layers are assigned under the control plane. The
ground sensing units (GSUs) and UAVs are included in the
ground and aerial layers, respectively. The sub-control layer

Fig. 2. Micro view of the proposed multi-layered UAV-assisted architecture.

includes the ground control station (GCS), while the main
controller (MC) is placed in the control layer. Besides, the
ground layer includes both stationary and non-stationary nodes.
The stationary nodes (e.g., BSs, RSUs, or fixed sensing points)
act as access or fixed data collecting points. Conversely, the
non-stationary nodes (e.g., vehicles, IoT devices, cell devices,
and other sensor devices) act as clients or consumers. In addition,
we have different modules in each of these layers. For example,
the virtualized switch (vSwitch) module allows the ground and
aerial nodes to perform forwarding tasks. Similarly, the con-
tainer module includes the operating system (OS) that provides
an API to communicate with the GCS. Some of the OS-related
functions in UAV would differ from GSU, GCS, and MC, as
they have distinctive characteristics and service requirements
in the proposed multi-layered architecture. Finally, we have
assigned caching modules to all the participating nodes as we
apply the ICN-based caching principle. Note that, UAVs are
deployed as relay nodes that collect requests from stationary and
non-stationary nodes in the ground layer and then forward them
to GCS. In the existing ICN-enabled FANET or drone-based
system, UAVs are utilized as forwarding nodes featuring three
data structures, i.e., content store (CS), forwarding information
base (FIB), and pending interest table (PIT) [24]. However,
this is unsuitable for UAVs due to their limited energy and
computation capability. Therefore, we remove FIB while modi-
fying the PIT with a prefix of contents and interfaces (incoming
and outgoing) to fit the context with the flow-based IC-SDN
principle to satisfy the requirements for both FIB and PIT of the
traditional ICN paradigm [47]. In addition, CS is also extended
to improve the caching capability by introducing chunk-based
content allocation that allows delivering more content with a
single request.

The control layer in the middle is divided into two sublayers,
i.e., control and the sub-control layer. a) The MC resides in
the control layer, and it bridges the proposed architecture with
the core network and remote data center that hosts various
contents. b) Edge controllers are initialized in the sub-control
layer as virtualized modules within the GCS placed into multiple
regions. They perform virtualized network functions (i.e., traffic
optimization, security enforcement), instructed by the MC. GCS
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Fig. 3. Packet structures are defined for communication of system model.

Fig. 4. Communication flow during content discovery and distribution phases.

communicates with the UAVs in the aerial layer to acquire nec-
essary information regarding GSU and other UAVs. Afterward,
it returns packets with flow instructions based on specific tasks
and services to MC, which is later forwarded to UAVs on the
aerial layer. Therefore, GCS acts as the most critical component
in our system as it orchestrates necessary services between UAV,
GSU, and MC.

B. Communication Overview

This section discusses the communication flow of our pro-
posed framework that involves packet transmission between
aerial, ground, and control layers, as shown in Fig. 4. Be-
fore giving the details, we first discuss the proposed packet
structures used in the communication model. The communi-
cation model involving multiple hierarchically placed SDN
controllers is motivated from our previous work in [48]. We
divide the entire model into the discovery and distribution phase.
These phases utilize three distinctive packet structures: Request
Packet (Req_Pkt), Response Packet (Res_Pkt), and Data Packet
(D_Pkt), as shown in Fig. 3. The contents of the packets are
derived from the Named Data Networking (NDN) [49] specifica-
tion which have several commonalities with other ICN solutions.

Req_Pkt carries four identical Type-Length-Value (TLV)
headers: name, path, service, and lifetime. The name refers

to an ID of desired content that the UAV or GSU asks from
GCS. Correspondingly, the path, service, and lifetime indicate a
specific prefix, service types, and the duration of the Req_Pkt on
the receiving node, respectively. On the other hand, the Res_Pkt
contains name, path, acknowledgment, cache, signature, and
lifetime. ACK has two possibilities: positive (ACK) or negative
(NACK). When the Res_Pkt carries ACK, the recipient node
acknowledges that the requested service or content is under
process. Conversely, NACK tells the recipient node to discard
the request as the requested service cannot be processed further.
Cache intrigues the receiving node to cache the data that it would
receive from the remote location. Finally, the signature validates
the signature of the data. Simultaneously, the receiving node
verifies the content inside the data packet through the signature
hints, and lifetime defines the duration the Res_Pkt stays alive.

1) Discovery Phase: The discovery phase is critical to our
proposed system as it allows the participating nodes to share nec-
essary information once they join the topology. The information
differs based on the characteristics of the participating nodes.
For example, both UAVs and GSUs share generic information
such as ID, prefix, bandwidth, cache, and energy capacity. On
the other hand, velocity, payload capacity, trajectory, and alti-
tude information are UAV-specific information. This phase also
allows GCS and MC to learn about the local and global topology,
respectively. Information is sent to GCS using a Req_Pkt, while
ACK is sent to requested nodes as a Res_Pkt on successful
initialization. If the transmitted packet fails to initiate the re-
spective operation, GCS sends NACK to the requested node. As
discussed previously, GSUs act as consumers while the UAVs
act as forwarding nodes with or without caching capability.
Meanwhile, the producer can be a remote content originator
i.e., a data center located in the cloud or a core network that
shares the original contents’ source and signature information
with MC. The location plays a vital role in our proposed system
as it determines whether GSUs forward Req_Pkt to UAVs or
other fixed data collecting nodes on the ground, i.e., BS or
RSU. Regarding the second case, GSUs forward the Req_Pkts
to RSUs, and then RSUs deliver them to UAVs. Otherwise, they
forward to nearby UAVs. The GCS forms a logical graph based
on the location it administrates, including both GSU and UAV.
Afterward, GCSs forward information to MC. Based on the
information received from different GCSs, MC builds a global
topology graph that includes all the areas covered.

2) Distribution Phase: The distribution of requested content
within the aerial and ground layer depends on caching status of
the desired content. If the requested content is cached within
the same domain, forwarding the Req_Pkt to GCS returns the
content with the appropriate signature from the nearest node.
However, for fresh or non-cached content, the consumer GSU
checks whether UAV or GCS is the neighboring or next-hop
node. If GCS is not the next-hop node, then GSU sends the
Req_Pkt to UAV first, and then UAV forwards to GCS. GCS
makes an entry for the request and checks whether the entry
exists or not in the domain that it maintains. If the content does
not exist, it forwards the Req_Pkt to MC and the Res_Pkt to
UAV. In this scenario, the Req_Pkt carries an ACK entry that
tells the UAV to wait for a certain amount of time. Now that
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TABLE II
NOTATIONS USED IN THIS WORK

MC receives a Req_Pkt from GCS, it immediately searches for
its global topology entries and looks for the remote node with
the content. If MC cannot locate the node, it prepares a Res_Pkt
with a NACK, sends it back to GCS, which finally arrives at
GSU to discard the request. Suppose the requested content is
found by MC, which may be located in a different domain, then
it immediately looks for the best path to reach the origin of the
content, and it forwards a Req_Pkt to those nodes located in that
discovered path. After receiving the Req_Pkt from MC, GCSs
install flows in their respective UAVs, allowing the content to
be delivered as a data packet from the remote location to the
requested GSUs using hop-by-hop communication.

C. System Model

We use M and N to define the number of UAVs and ground
sensing unit (GSU) operating in the aerial and ground layer,
respectively. Table II lists the notations used in this work. Note
that, we use content and service interchangeably. The main
variables and their definitions from the perspective of system
model are detailed below.
� U = {u1, u2, u3, . . . , uM} and G = {g1, g2, g3, . . . , gN}

are used to represent a set of UAVs and GSUs operating in
aerial and ground layer, respectively;

� Δ(r) = {δ(r)1 , δ
(r)
2 , . . . , δ

(r)
M , δ

(r)
M+1} denotes set of compu-

tational service processing capacity in terms of bandwidth
and CPU for each UAV ux ∈U and for each GCS (defined
by δ(r)M+1);

� Λ = {λ1, λ2, . . . , λM} is set of services requested by UAV
to GCS gy ∈ G, where λx = λ

(p)
x + λ

(r)
x contains both

generic and computational types;

Fig. 5. Queue allocation procedure.

� AM×(M+1) is denoted as UAV adjacency matrix where
ax,y → {0, 1} specifies an active connection between mul-
tiple UAVsux, uy ∈Uwith multiple index such asM + 1,
M + 2, which depict GCS and MC, respectively;

� BM×N symbolizes an UAV-GSU adjacency matrix where
by,z → {0, 1} specifies an active connection between UAV
uy ∈U and GSU gz ∈ G.

Due to the mobility challenges in FANET such as three
dimensional movement of UAVs along with line-of-sight (LoS)
communication between aerial and ground units, the quality of
link is often compromised [50]. Moreover, the traffic types in a
traditional IC-SDN paradigm are vastly diversified based on the
system’s processing capability and the QoS requirements. The
QoS has a critical role in UAV-based system due to the traffic
processing orchestration initialized through the SDN controller
in the networked system. By acknowledging these facts, we
separate traffic types according to the information processing
complexity of UAVs and GSUs in the network which is discussed
in details in the next subsection.

D. Queue Allocation Model

In the initial stage, AM×(M+1) and BM×N matrices are
computed by GCS based on the location of GSUs and the avail-
ability of UAVs. We model the proposed FANET system based
on Open Jackson Network [51], where each UAV is assigned
with two continuous M/M/1 queues. In Fig. 5, we show the
network queues on the left for both request and response-driven
traffic types, which can be either generic or computational. On
the right, we illustrate the queues for response-driven traffic
that is computation-sensitive. In addition, we identify traffic
patterns that are more suited to UAV-assisted networks because
FANET, unlike VANET or MANET, is more delay-sensitive due
to the dynamic speed of UAVs while operating under different
conditions. Therefore, it is essential to identify different types
of traffic based on the service availability and the computation
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capability of the UAV. We use p to indicate generic traffic that is
processed between aerial-ground units and GCS which follows
the request-driven pull-based approach where the outcome of the
traffic is influenced by the status of the source node that forwards
request to upper layer. Conversely, r is used to present response-
driven traffic that follows the push-based principle. Note that r
is also computational traffic that relies upon the communication
between UAV and GCS. We assume the information-centric
softwarized FANET as an undirected graph where edges and
nodes are presented as adjacency matrices. The pre-computation
tasks are initiated by matrices AM×(M+1) and BM×N based on
the location availability of the GSUs in the data plane layer.
Both p and r traffic classes are used in processing the queue
optimization for both UAVs, GSUs, GCSs and MC. Moreover,
the information-centric forwarding policies managed by the
softwarized controller determines the possible outcome of the
content or services queued in forwarding nodes in aerial-ground
layer. We use λ to define the request initialized by ground and
aerial units through Req_Pkt for a specific service or content to
the nearest fixed data collecting point on the ground or the edge
controller, i.e., GCS in our scenario. Furthermore, υ determines
the response rate for generic service requests λ that traverse back
to the requested nodes as a result of successful content or service
retrieval. Additionally, Q is used to denote the flow entries that
are waiting to be installed in a queue on the UAVs.

The flow rules determines the forwarding policies as well
as the output-queue. We model forwarding policies F(p)

M×(M+2)

and F
(r)
N×(N+2) for p and r traffic patterns. Due to the fact

that, content a is processed within p or r traffic classes, we
use f

(a)
x,y to denote the ratio of packet GSU gy forwards to

UAV ux for traffic a ∈ {p, r}. Let f (p)x,0 and f (r)x,0 define request
and response-driven packets (respectively) that are initially pro-
cessed within the GSUs operating in ground layer at gx, and
forwarded to aerial layer to be processed by UAVs at ux, and
then finally departed from the data layer (aerial-ground) to be
processed further in control layer. In the same way, f (r)x,(M+1)
denotes the response-driven computation-sensitive packets that
is forwarded to MC from sub-control edge layer to orchestrate
flow installation instructions from the main controller in the
cloud. The overall response rate υx for GSU gx is defined as
υx = υ

(p)
x + υ

(r)
x .

For both GSU and UAV that request for either a specific
service or a content, we assume that they request with an average
of 1/λ, where Markov queue is used to achieve upper-bound
acknowledgement time in the proposed model. For request and
response traffic (∀a ∈ {p, r}), We define υ(a)x as

υ(a)x = Υ(a)
x +

M∑
y=1

f (a)y,x · υ(a)y , (1)

where Υ
(a)
x =

∑N
a=1 bx,z · λ(a)

z is the response ratio for re-

quested content initiated by zth GSU unit. Likewise, Υ(a)
x is

the total response rate for all the GSU units that are connected
to UAVx.

Applying the Little’s Law [52], the average delay for process-
ing response-driven contents is calculated as

D(r) =

∑M
x=1Q(p)

x +
∑M+1

x=1 Q(r)
x∑N

z=1 λ
(r)
z

, (2)

whereQ(p)
x indicates queued packets for contents that are waiting

to be installed for generic traffic andQ(r)
x denotes queued packets

for response-driven computational traffic for UAVx. Let Δ(p) =

{δ(p)1 , δ
(p)
2 , . . . , δ

(p)
N } be the generic content processing rate for

each UAV ux ∈U where λ
(p)
x is measured in Mbps.

Therefore, we formulate the average response-driven traffic
in the first queue as

Q(p)
x =

υ
(r)
x

λ
(p)
x − υx

. (3)

Similarly, we express the second queue value as

Q(r)
x =

υ
(r)
x f

(r)
x,0

δ
(r)
x − υ

(r)
x f

(r)
x,0

. (4)

From the perspective of first and second queue we can rewrite
D(r) as

D(r) =

∑M
x=1

υ
(r)
x

δ
(p)
x −υx

+
∑M+1

x=1
υ
(r)
x ·f(r)

x,0

δ
(r)
x −υ

(r)
x ·f(r)

x,0∑N
z=1 λ

(r)
z

. (5)

Likewise, we calculate the average delay time for request-driven
traffic as

D(p) =

∑M
x=1

υ
(p)
x

δ
(p)
x −υx∑N

z=1 λ
(p)
z

. (6)

We assume the MC located in the cloud has the complete
awareness of all content (or service) requestΛ. Moreover, MC is
also aware of the processing capacityΔ(p) for each participating
node in the system grouped under generic traffic type. Besides,
the link status of adjacency matrices BM×N and AM×(M+1)

are also learned by MC.

E. Problem Formulation

We present the joint forwarding and flow scheduling problem
as

minimize
F (a)

D(r) (7)

subject to
∑
ux∈U

bx,y = 1 ∀gy ∈ G, (8)

υx < δ(p)x ∀ux ∈U, (9)

υ(r)x · f (r)x,0 < δ(r)x ∀ux ∈U, (10)

M+1∑
y=0

f (a)x,y = 1 ∀ux ∈U, a ∈ {p, r}, (11)

f
(a)
x,y , υ

(a)
x , δ

(a)
x , λ

(a)
x ≥ 0,

∀ux ∈U, a ∈ {p, r}, y ∈ [0,M + 1]
(12)
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D(p) ≤ τ (p) (13)

Regarding the optimization problem formulated in (7), our
primary objective is to minimize service provisioning delay for
UAVs, acting as the primary content distributor to GSUs in
the system. It satisfies the following constraints: (8) ensures
the inter-communication between a single UAV and a single
GSU; (9) and (10) verify the validity of the queue allocation
model; (11) and (12) specify that, each of the forwarded contents
leaving one request queue will flow to other request or response-
oriented queue within the active communication between UAV
and GSU; finally (13) guarantees that the information processing
time for request-driven traffic p is not surpassed the system-
defined threshold value τ (p).

The joint forwarding and flow scheduling problem is NP-
hard. Therefore, we divide the optimization problem into two
parts based on [53]. First, we calculate the forwarding paths
for traffic class p that travels through GCS. Then, we compute
the forwarding paths for response-driven traffic class r between
UAV, GSU, GCS and MC based on the estimated flow allocation
and traffic congestion. The first optimization solution – Edge-
Cloud Generic Flow Assignment (EGFA) produces the entries
from F(p) matrix as output which are then received as input
by the Edge-Cloud Computational Flow Assignment (ECFA)
module generating the final outcome as F(r) matrix.

IV. INFORMATION-CENTRIC SOFTWARIZED FLOW

ASSIGNMENT SOLUTION

We solve the above-discussed optimization problem into two
stages. Firstly, we propose a generic flow assignment method
on the GCS to orchestrate the normal communication between
the aerial-ground units, GCS and MC. After that, we present
a computational flow assignment solution that utilizes both
GCS and MC to allocate resources from the resource-rich cloud
servers to the desired nodes in aerial and ground layer.

A. Edge-Cloud Generic Flow Assignment (EGFA)

The Edge-Cloud Generic Flow Assignment (EGFA) algo-
rithm checks the initial entries from f

(p)
x,y , where x, y ≤M

denote the flow entries forp traffics forwarded to GCS. Due to the
complexity of the initial problem, the constraint (13) is relaxed
to determine the PIT entries minimizing the service provision
delayD(p).

Definition 1: Given the set of available GSUs G, set of op-
erating UAVsU, UAV adjacency matrix AM×M , active aerial-
ground connection matrixBM×N and generic service requesting
setΛ, the aim is to calculate the request-driven forwarding matrix
F

(p)
M×(M+2) such that the average service provisioning delay for

p-type trafficD(p) is minimized.
We make additional changes to the existing Dijkstra algorithm

to guide the GCS to find the shortest path over the acyclic
edge-weighted graph. In general, the Dijkstra algorithm calcu-
lates (among all the available paths) the shortest path of single
or multiple sources to a single destination point. To serve this
particular action, we assign cost function to UAV ux(ς

(p)(ux))

and GSU gx(ς
(p)(gx)) as the intermediary PIT entries forwarded

to GCS. We compute the cost function for UAV and GSU as

ς(p)(ux) =
1

δ
(p)
x − υ

(p)
x

+
∑

1≤y≤(M+2)

ex,y · f (p)x,y , and (14)

ς(n)(gx) =
1

δ
(p)
x − υ

(p)
x

+
∑

1≤y≤(N+2)

ex,y · f (p)x,y . (15)

In (14) and (15), the first fraction denotes the average delay for
processing queued flow entries at UAV ux and GSU gx, and the
second one represents the average delay for processing queued
path entries to GCS and MC.

Note that there are several reasons for the classical Dijkstra
algorithm not to be compatible with our problem. Firstly, the
link weight of the infrastructure-less FANET nodes is not stable
because of continuous changes over time as nodes may vary
when added to the forwarding path belonging to GCS’s specified
flow entries. Secondly, participating nodes in IC-SDN FANET
have multiple paths when they are orchestrated by the control
plane to be routed through one source to another destination. To
tackle this challenge, we propose Algorithm 1, which establishes
the shortest paths from the topology. Besides, we introduce two
auxiliary matrices in the algorithm.
� The matrix E monitors the cost of flows in the network

that contains the pointer from a single node to its edge, for
example, (ex,y ∈ E) > 0 if uy becomes the parent for ux
in an ordered tree while uy defines the cost of path to GCS.

� The matrix C monitors the requested flows for specific
services that contains the reverse pointers from a single
node to its subnodes. For example, cx,y = 1 if uy becomes
the child of ux, otherwise cx,y = 0.

At the start of the Algorithm 1, E and C matrices are ini-
tialized as starting point in line 2 and line 3 respectively, to
define a parent connection from the GCS to the child node
i.e., next hop node with the index M+2 where the path cost is
set to zero (in line 5). In line 6, the algorithm adds the one
with the minimum path cost to GCS in the solution set by
performing a greedy selection. Afterwards, υ(p)x and matrices
E,C are updated in lines 8–10 and lines 26–28, respectively. In
the end, the request-driven forwarding matrix F(p) is updated to
adjust the flow-based PIT entries allowing the traffic to all the
necessary paths and equalizing the values in (f

(p)
x,y · ς(p)(uy)),

∀y : ex,y ≥ 0 to minimize the path cost in line 28. Here, we

bypass the checking for space reason if f (p)x,y > 1 in cases where
we cannot balance the cost over all the parents.

In Fig. 6, we present a specific case with three main functions
– updateResponseRate, updateParentCost, and updateChildren-
List used in Algorithm 1. We denote u2 and u1 as active and
non-active node which are non-explored in the initial stage.
In the updateResponseRate stage, the flows travel from leaf-
based nodes (UAVs and GSUs) to root-based nodes (GCS and
MC), updating all the υx in accordance with the connection to
the tree. Afterwards, updateParentCost function updates each
communication links’ costs (eM+1,M+2 = 0) starting from the
communication between the next hop (in the path) and GCS to
the nodes in the leaves. In the end, forwarding values f (p) are
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updated by the updateChildrenList function within the node u2.
Note that, the proposed algorithm’s output refers to a destination-
based directed acyclic graph (denoted as F(p)matrix) and is
applied to GCS due to the fact that, each nodes have the option
to choose from multiple paths to reach their destination.

B. Edge-Cloud Computational Flow Assignment(ECFA)

Now that, we have already discussed on the information-
centric flow optimization in the edge-layer, it is necessary
to optimize the traffic flow between edge and cloud layers.
Here, the ECFA algorithm allocates services from computational
resource-oriented nodes located in the cloud (i.e., core network)
to the edge nodes. Based on the previously discussed system and
queue allocation model, it is essential to select the best forward-
ing path from source to destination node for r traffics. To solve
this issue, we present the path selection module as a bipartite
weighted graph. We denote i) BK = {bK1 , bK2 , . . . } as set of
service requests for pending computational tasks with |BK | =

Fig. 6. Schematic execution overview of Algo. 1.

∑
λx∈Λ λ

(r)
x , and ii) BJ = {bJ1 , bJ2 , . . . } as set of available com-

puting slots on the cloud layer (|BJ | = ∑
δ
(r)
x ∈Δ(r) δ

(r)
x ). Both

set of service requests and available computing slots are mea-
sured per time unit. We assign ψ : BK × BJ → I as the weight
function that represents the incentives of service request alloca-
tion BK to a computing slot in BJ . Therefore, an asymmetric
assignment problem is considered to show that the available
computing slots are strictly greater than the requests for services
to perform computing tasks which also satisfies (10)’s require-
ments. Let R(bKz ) = ux be the mapping function that provides
to UAV with the request bKz ; consequently, let P (bJx) = uy be
the function that provides to UAV with the computation slot bJx .
The assignment problem aims to find out the optimal assignment
setA = {(bKx , bJy ) : bKx ∈ BK , bJy ∈ BJ} to maximize the total
incentives

∑
(bKx ,bJy )∈A ψ(b

K
x , b

J
y ) depending on the constraints

that ensure each of the requests are allocated within a single slot
to accommodate no more than one computed request.

The solution presented in Algorithm 2 improves the funda-
mental forward/reverse auction method if the weights change
dynamically with the time. Note that, each assignment leads
to modifications in the ψ function because υ(r)x changes due to
UAVs located on the selected path (Algorithm 2: Line 10). There-
fore, Algorithm 2 executes a series of forward/reverse iterations
where the slot for request assignment is added or removed from
the final outcomes within each iteration. We denote I(bKx )as the
index of calculated path for bKx . We model the incentive function
ψ(bKx , b

J
y )of request assignment as follows:

ψ
(
bKx , b

J
y

)
=

1

1 + ς(r)
(
bKx , b

J
y

) , (16)

where ς(r)(bKx , b
J
y ) is the cost function for delay regarding the

traffic type r from UAV R(bKx ) to P (bJx). Here, we calculate the
cost by applying Dijkstra (R(bKx ),P (bJx))to find out the shortest
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path with edge (ux → uy)weight which is indicated as: 1
δ
(p)
x −υx

.

More specifically, we use I(bKx ) = {R(bKx ), . . . ,P (bJy )} to be
the path utilized to arrive at P (bJy ). Therefore, the cost function
becomes:

ς(r)
(
bKx , b

J
y

)
=

⎛
⎝ ∑

uz∈I(bKx )

1

δ
(p)
z − υz

⎞
⎠

+
1

δ
(r)

P(bJy )
−
(
υ
(r)

P(bJy )
· f (r)

P(bJy ),0

) . (17)

C. Computational Complexities of Proposed Algorithms

Here we present the computational complexity for both EGFA
and ECFA algorithm. Note that, both algorithms are based on
Dijkstra algorithm that has the complexity of O(N 2)in its basic
form. This complexity is shown in Alg. 1 (line 6) where the
argmin operator is O(N) and the primary while loop is exe-
cuted N times. Besides, the functions updateResponseRate and
updateParent dominate the computation process in that loop as
they travel the entire graph to update the response rates with their
costs. Therefore, EGFA algorithm’s computation complexity is
O(N 3). On the other hand, we use Alg. 2 to solve with asym-
metric assignment problem using weighted bipartite graph with
two asymmetric sets: i) service requests sets with cardinality
|BK |and, ii) available computing slots with cardinality |BJ |.
We use auction algorithm to solve the asymmetric assignment
problem inO(|BK‖BJ | · log(n)), where we denote n as a para-
metric value [54]. Note that, an additional execution time has

TABLE III
SPECIFICATION OF SIMULATION PARAMETERS

been added in our implementation so that function ψ(bKx , b
J
y )

can update the the cost matrix (Alg.2, line 4 and 5). By adding
the complexityO(N 2)from Dijkstra’s algorithm and complexity
O(|BK‖BJ |) from matrix update, the total computation com-
plexity becomes O(|BK‖BJ | · log(n) · (|BK‖BJ |+N 2)).

V. PERFORMANCE EVALUATION

This section evaluates the efficiency and efficacy of our pro-
posed solution and compares it against state-of-the-art solutions.
We start by presenting a technical overview of the testbed,
including the hardware specification, applications used, and the
experimental parameters. Then, we present detailed insights
regarding each experiment alongside the evaluation results.

A. Testbed and Simulation Methodology

Developing a softwarized UAV-based testbed on large scale is
challenging in terms of the availability of compatible hardware
suited to implement SDN controllers and ICN enabled nodes.
Therefore, we deploy a simulated testbed that is flexible enough
to initialize both SDN and ICN modules. We use a similar
system with i5-9400F 2.9 GHz processor, 16 GB DDR4 memory,
6 GB DDR5 additional memory for GPU, and NVMe m.2 SSD
interface storage for running the simulated experiments. Similar
setup was used to evaluate controller performances for the work
in [55]. The technical specification of the testbed environment
is presented in Table III.

We use ns-3 [56], a discrete-event simulator that is specifi-
cally designed for networked system and has mobility support
to run specifically MANET and VANET scenarios. To create
information-centric communication between the participating
nodes, we use ndnSIM [57], an additional module of ns-3 simula-
tor. To compare our work against some of the existing prototypes,
we choose UAVCO [19], and JOAR [37] as they focus on to
SDN-based implementations that includes the flow computation,
traffic optimization, and task assignment. The simulated area
1500 × 1500 m. To initiate wireless communication between
UAV nodes, we set a frequency bandwidth and link of 100 MHz
and 1 GHz, respectively. The total simulation time 600 sec.
Each experiment is initiated 20 times to avoid any possible
errors and randomness in the simulated testbed. Therefore, the
calculated average value is kept to a 95% confidence level for
the proposed scheme’s statistical analysis. In the experimental
scenario, we deploy UAVs as consumers or request forwarders
for other immediate sensor nodes. For example, a device on
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the ground requests the UAV to find some desired content. In
such an application scenario, the UAV has to provide support for
communication to ground units (e.g., vehicles) that generate a
request which immediately goes to UAVs for further processing
in the aerial layer.

B. Result Analysis and Discussion

In this section, we discuss the performance analysis of the
proposed information-centric softwarized UAV framework and
its comparison with existing software-driven UAV solutions. We
categorize the analysis into four portions.

1) Throughput Measurement: In this experiment, we first
study the impact on throughput of our system against the increas-
ing number of UAVs. We then perform another throughout anal-
ysis by retaining the number of UAVs at 400 while increasing the
number of unique contents in those fixed UAVs. In general, the
consumer UAVs forward a maximum number of requests to GCS
depending on the service type. Unlike latency measurement,
where we count the destination node’s ACK rate, the throughput
measurement concentrates specifically on the number of service
requests that the consumer UAVs can forward to the network
without relying on the response packet from GCS that either be
ACK or NACK.

a) Increasing number of UAVs: In this experiment, we
increase the UAVs from 10 to 500, and initiate maximum of
50 requests per second. We calculate the average throughput.
Fig. 7(a) compares the average throughput of the proposed
solution against UAVCO and JOAR. In the initial phase, we
start by 10 consumer UAVs simultaneously send service re-
quests to GCS. For 10 UAVs, the proposed scheme achieves
an average throughput of 8.3 Mbps which is 2.35 Mbps higher
than UAVCO’s 5.9 Mbps and 4.5 Mbps higher than JOAR’s
3.75 Mbps. With the maximum number of 500 UAVs, our
solution reaches 11.7 Mbps outperforming UAVCO and JOAR
despite obtaining 10.8 Mbps and 9.7 Mbps, respectively.

b) Increasing number of content: In this experiment, the
simulator instructs 400 UAVs from the aerial layer to send
requests for an increasing number of unique contents to the
control layer. Fig. 7(b) depicts the throughput result comparison
of our solution and others. For 200 unique contents, we achieve
an average throughput of 10.3 Mbps that is 2.2 Mbps better
than UAVCO’s 8.61 Mbps and 2.4 Mbps more than JAOR’s
7.84 Mbps. The trend remains similar for all three solutions
until 1200 unique content items. When the content number is
increased further up to 2000, the proposed solution’s throughput
remains stable within 9.86 Mbps while UAVCO’s performance
drops to 7.88 Mbps and JOAR’s throughput declines further to
6.72 Mbps. The proposed solution achieves stable throughput
performance despite increasing unique contents due to ICN-
based on-path caching implementation into aerial and ground
units.

2) Computational Load & Energy Consumption: In this eval-
uation we discuss the analysis of the proposed system in terms
of computation consumption on the simulated testbed.

a) Computational load: The increased amount of compu-
tation load determines the weight of the proposed architecture.

Fig. 7. Throughput Comparison: (a) Increasing UAVs as consumers, (b) In-
creasing unique content for 400 UAVs.

In general, the computational load evaluates the proposed al-
gorithm’s efficiency in terms of how much resources are being
consumed to perform computation-sensitive tasks like service
requests, queue processing, content discovery, and distribution.
Firstly, we measure the available system load of the simulation
testbed. Then, we execute the experiment to check the system
load when UAVs retrieve the whole chunk of content from the
destination node, from either GSU or another UAV located in
a different domain. Then we increase the number of UAVs
to 500 and check the system load for computation. Fig. 8(a)
shows the computation load comparison of the proposed model
against UAVCO and JOAR. With an increasing number of UAVs,
the computation load for JOAR and UAVCO increased from
0.2% to 0.8% and 0.15% to 0.35%, respectively. In contrast,
while running a similar experiment using our prototype, the
computation load remains 0.11% to 0.29%, which is 0.51% and
0.06% lighter than JOAR and UAVCO, respectively.

b) Energy consumption: Energy utilization is one of the
critical measurements to define the feasibility of the architecture.
In this experiment, we consider cumulative energy consumption
for tasks being transmitted against increasing consumer UAVs
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Fig. 8. Performance Comparison: (a) Computational load, (b) Energy con-
sumption.

in the system. We consider a successful request forwarded by
UAVs to GCS as transmitted tasks. The request may bring back
ACK or NACK in return from the neighboring nodes, depending
on the logical decision-making by the control layer. Fig. 8(b)
shows the energy consumption as the UAVs are added into the
system in all three scenarios. However, the proposed solution
has consumed the least amount of energy as compared to others.
The queue allocation process reduces the task execution time
alongside selecting optimal paths orchestrated by GCS and MC.
As a result, the consumer UAV consumes the least amount of
energy for transmitted tasks despite UAVs increase in the system.

3) End-to-End & Average Packet Delay: The handover la-
tency directly impacts the end-to-end delay between requests
initiated by the consumer UAVs until received from the nearest
UAV (in the aerial layer) or GSU (in the ground layer).

a) End-to-end (E2E) delay: To evaluate end-to-end delay
for packets arriving at the consumer UAV from the producer
UAV, we randomly distribute the UAVs in different areas and
calculate the time between the request initiated by a consumer
UAV until GSU serves it. Fig. 9(a) compares the end-to-end de-
lay of the proposed solution against UAVCO and JOAR protocol.
For 10 UAVs, the E2E delay remains at 8.2 ms, almost 2.9 ms

Fig. 9. Performance Comparison: (a) End-to-end delay, (b) Average packet
delay.

and 4.6 ms less than UAVCO and JOAR that achieve 11.2 ms
and 12.9 ms, respectively. For 100 consumer UAVs, although
the E2E delay increases to 9.2 ms, the value remains 4.4 ms
and 4.7 ms less than UAVCO and JOAR. When the maximum
number of UAVs is increased to 500, the E2E delay increases
to 11.7 ms while the value remains 3.2 ms and 3.5 ms less than
UAVCO’s 14.9 ms and JOAR’s 15.2 ms.

b) Average packet delay: Fig. 9(b) depicts comparisons of
average packet delay for 400 UAVs, generating 1 to 50 requests
per second. The average delay of content or service requested
by a consumer UAV denotes the average time interval between
forwarding the request packet to the controller and receiving
the data packet. The experiment result shows that the average
delay of each softwarized solution increases with the frequency
of requests. For 10 requests, the average delay of the proposed
solution is reduced to 0.03 s and 0.08 s compared to UAVCO
and JOAR, respectively. Similarly, when 400 UAVs forward 50
requests, the average delay remains 0.07 s less than UAVCO and
0.12 s lesser than JOAR. Therefore, our proposed model has the
lowest average packet delay compared to UAVCO and JOAR.
The GCS and MC acknowledge the priority level of the requested
packet coming from the aerial and ground layer, which helps
to achieve low packet delay despite the number of increased
requests.
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4) Handover Latency, Packet Loss, & Link Utilization: In
this evaluation, we measure the latency, packet loss and link
utilization efficiency between our proposed model and the ex-
isting software-driven UAV solutions.

a) Handover latency: The performance of handover la-
tency is affected by an increasing number of UAVs initiating
service requests at the same time. The results shown in Fig. 10(a)
compares the handover latency performance of the proposed
solution against UAVCO and JOAR protocol. For 10 consumer
UAVs, the latency stays at 4.6 ms, almost 2.7 ms, and 4.5 ms
less than UAVCO and JOAR that achieve 7.4 ms and 9.2 ms,
respectively. For 200 consumer UAVs, despite the latency in-
creases to 9.6 ms, the value remains 2.3 ms and 9.3 ms less than
UAVCO and JOAR. When the maximum number of UAVs is
increased to 500, the latency increases to 11.68 ms while the
value remains 5.8 ms and 11.4 ms less than UAVCO’s 17.48 ms
and JOAR’s 23.12 ms. The comparison result illustrates that
using the proposed IC-SDN protocol improves the handover
latency while the requested services are shifted within the nodes
in aerial and ground layers.

b) Packet loss: In general, the proposed solution improves
the average number of packet losses by 2.7% and 2.9% compared
to UAVCO and JOAR, respectively. Fig. 10(b) depicts the com-
parison between the number of consumer UAVs and dropped
packets during the content discovery and distribution process.
In the initial stage of the experiment with 10 UAVs, the packet
loss stays within 1.7%, which is almost 1.8% and 2.2% less
than UAVCO and JOAR, which outputs 3.4% and 3.9%. With
100 consumer UAVs, the packet loss delay increases slightly to
2.5%, which is 2.9% and 3.1% less than UAVCO’s 5.4% and
JOAR’s 5.6%. The increasing number of 500 UAVs results in
3.8% of packet loss while 6.9% occurs in UAVCO protocol and
7.1% in JOAR protocol.

c) Link utilization: We compare the normalized link uti-
lization of our model, UAVCO, and JOAR against request per
second, as shown in Fig. 10(c). In this experiment, we keep
UAVs and unique contents at 400 and 1000, respectively. The
frequency of requests sent by those UAVs is increased to evaluate
the link utilization in normalized outputs. In the initial stage, with
a single request, the link utilization of UAVCO and JOAR results
in 3% and 4%, respectively. However, the proposed framework
achieves 20% normalized link utilization. As the number of
requests is increased up to 50 requests per second, the proposed
solution keeps a similar trend showcasing 98% utilization which
is 3% less than UAVCO and 14% less than JOAR. Given the
same input parameters, the overall link utilization of competing
solutions reaches 100% at about 45 requests per second, after
which no further increase in communication load is possible.
However, in the proposed solution the link utilization is much
less (for same input parameters), hence allowing more load to
be placed on the networks, giving higher throughput. 100% link
utilization is achieved at 55 requests per second.

For both [19] and [37], service offloading and computation
depend on UAVs’ processing, computing capacity, and trajecto-
ries. For example, in [37], if a UAV fails to compute tasks within
an assigned time due to its resource and energy constraints,
it impacts the overall performance of the networked system,
including end-to-end delay and handover latency and system

Fig. 10. Performance Comparison: (a) Handover latency, (b) Packet loss, and
(c) Link utilization.

cost. On the other hand, [19] fails to address the multi-controller
coordination issue and largely depends on the single controller
located in the cloud to orchestrate most network provisioning
tasks. As a result, centralized SDN controller-based solutions
suffer poorly in computational load, throughput, and energy cost
when the number of UAVs or other sensor nodes increases in the
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network or a single point of failure occurs to the controllers. In
contrast, we utilize ICN, which offers multiple advantages to
UAV-based communication with its named-based traffic man-
agement and in-network caching facilities, which solves several
issues. The central theme of ICN is that it assures that the content
is always available regardless of how complex the network
becomes. Each relay and forwarding node are essential to ensure
the network does not rely on a single node, i.e., UAV or a specific
layer. Therefore, if a UAV fails because of limited CPU or
energy, it always forwards packets to nearby nodes to make the
content available for the requesting node. We introduce multiple
SDN controllers in the architecture because the single SDN
control management system does not perform in the wireless
environment as there are different types of nodes located in
different layers. Therefore, the hierarchical distributed control
layer distributes tasks to different controllers on the domain so
that domain controllers do not need to carry an additional burden.

VI. CONCLUSION

This paper presents an IC-SDN UAV-assisted system archi-
tecture where participating nodes from different layers hierar-
chically collaborate. The separation of distributed control units
collects necessary information from UAVs and the cloud, which
improves the solution’s scalability. We studied queuing delay
behavior of UAVs through traffic scheduling and forwarding
contents via distributed controllers placed in the edge and cloud.
The M/M/1 queue concept has been adopted to schedule flow
entries in the PIT tables for UAV and GSU based on their
geographical positioning and service availability. Experimental
results show that the throughput, delay, energy consumption,
and other nodal/network parameters are in favor of the proposed
solution.

In future, we plan to improve the existing location-aware
caching, computing and networking through hierarchical IC-
SDN controllers to control the optimization of UAV swarms.
Besides, we plan to shift some of the controller functions from
the ground control system to specific UAVs to improve the
controller-UAV interactions. Finally, machine learning tech-
niques such as reinforcement learning can be applied to the con-
trol plane to improve the information-centric synchronization
between the nodes, packet forwarding, and content caching.
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