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Abstract— This paper integrates Software Defined Networking
(SDN) and Information Centric Networking (ICN) framework to
enable low latencybased stateful routing and caching management by
leveraging a novel forwarding and caching strategy. The framework
is implemented in a clean slate environment that does not rely on the
TCP/IP principle. It utilizes Pending Interest Tables (PIT) instead of
Forwarding Information Base (FIB) to perform data dissemination
among peers in the proposed ICSDN framework. As a result, all
data exchanged and cached in the system are organized in chunks
with the same interest resulting in reduced packet overhead costs.
Additionally, we propose an efficient caching strategy that leverages
in network caching and naming of contents through an ICSDN con
troller to support off path caching. The testbed evaluation shows that
the proposed ICSDN implementation achieves an increased through
put and reduced latency compared to the traditional information
centric environment, especially in the high load scenarios.

Index Terms— InformationCentric Networking, Software
Defined Networking, Controller, PIT, Forwarding, Offpath caching.

I. Introduction
Originally, the objective of the Internet was to exchange

information via emails and accommodates communication
between endusers differentiated by their Internet Protocol (IP)

This work was supported in part by the National Natural Science Founda
tion of China (NSFC) Project No. 61950410603. Corresponding author: Alia
Asheralieva.

addresses and connecting to the Internet in the clientserver
mode. However, over the last decades, the number of Internet
users has expanded exponentially and the Internet usage has
grown drastically [1]. Furthermore, as more and more users
utilize Internet to access various content, e.g., multimedia,
the internetworking is becoming increasingly contentcentric.
As a result, ICN emerges as a paradigm shift from the
hosttohost IPbased Internet architecture to the information
centric architecture [2], [3]. In the ICN approach, the content
is discovered and delivered based on the content name in
the FIB table instead of the traditional sourcedestination
host pair used in the Internet. ICN also supports innetwork
caching and multicasting, which enables efficient and timely
information delivery to the users. The main drawback of the
ICN architecture relates to the size of the FIB table which
is much larger than the size of the IP forwarding table. As
a result, the ICNbased routing requires larger memory and
processing power than the traditional IPbased routing [4],
[5]. The caching is also not utilized efficiently because of on
path caching support [6]. To address this problem, the SDN
approach has been proposed [7]. The concept of Software
Defined Networking utilizes virtualization techniques in server
applications [8], where the abstraction layer is placed above
the server hardware to support multiple virtual devices to
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distribute the server’s available resources. The contemporary
implementation of the SDN paradigm is based on the Open
Flow protocol [9], [10]. The data and control planes are
detached by abstracting the infrastructure resources. The data
plane contains the physical or virtual instances of wired or
wireless units following intelligent instructions for automated
operation through a control unit managed by the network
administrators from a remote location.
The integration of SDN and ICN overcomes the limitations

and magnify the benefits of both technologies. However,
it presents many challenges due to incompatibility in their
implementation. For example, traditional SDN is based on
IP address, whereas ICN routes information using the named
object instead of an IP address. Using the ICN’s content 
centric principle, several new possibilities can be introduced
in SDN by shifting the traffic forwarding principle from IP to
contentbased paradigm and leveraging in network forwarding
and caching [11]. SDN also manages large routing tables and
support off path caching due to a global network overview.
This paper proposes a novel solution that combines the ICN

with SDN leveraging a flowbased approach for efficient data
forwarding and cache utilization. The main contributions of
the paper are as follows:
• We propose a novel cleanslate ICSDN that functions
similar to the traditional SDN controller but utilizes the
named based forwarding principle and supports both on
path and offpath caching.

• We design the content forwarding strategy in which a
single request packet is imposed on the SDN controller.
The controller establishes a flow in which data is for
warded from the producer to the consumer in the form
of multiple chunkbased response packet.

• We use PITs instead of FIBs, which leads to enhanced
network performance and reduces roundtriptime and
bandwidth utilization, mainly for data flow.

• To show the superior performance of our novel commu
nication model, we evaluate and compare it with state
of the art through throughput, cachehit, offpath cache,
latency, and interest overhead.

The rest of the paper is organized as follows. In Section II,
we briefly review the related work, followed by the technical
overview and working principle of the proposed system model
in Section III. Section IV presents the proposed framework’s
performance evaluation, while Section V concludes the paper
with the final remark.

II. Related Works
Existing solutions on integrating ICN and SDN are di

vided into two categories: 1) cleanslate approach and 2) IP
dependent approach.

A. The CleanSlate Solutions
The ICN cleanslate architecture offers a namedbased

hosttocontent communication model. It relies on innovative
features such as mobility support, multipath forwarding, in
network caching, and data encryption. It also has extensively

attracted academia and industries to contribute innovative and
novel solutions for forwarding [12], caching [13], conges
tion control [14], and other deployments such as IoT [15],
5G [16] and edge computing [17]. The cleanslate approach
focuses on designing an ICN capable switches to accommo
date informationcentric, contentcentric, or any other named
based packets. CRoS ND [18] proposes a controllercentric
single requestbased proactive ondemand routing scheme. The
router announces its neighbor on specific prefixes’ availability,
reducing the routing and controlling overhead induced by the
ICSDN controller. This work is implemented in the ndnSim
1.0 simulator that lacks extensive ICN features compared to
the recent versions. Additionally, it does not install flows
like traditional IPbased SDN, which leads to service and
operation inflexibility in the network. The controller also
lacks the awareness to cache and refresh the most desirable
contents [7]. SDAR [11] presents a non OpenFlowbased intra 
domain routing scheme that allows namedbased data distri
bution in an NDNbased system. The control logic is similar
to NFD (Named Data Network) [19], a forwarding scheme
proposed by the NDN (Named Data Networking) community.
Therefore, it is similar to a pure ICN approach that lacks the
generic ICSDN principle. The data and control planes are
not logically separated, allowing all traffic to traverse through
the centralized controller. It results in a bottleneck on the
controller that leads to reduced overall system performance.
The work in [20] proposes a community division ICSDN so
lution that lessens ICNbased routing scalability and enhances
content retrieval time. However, the rigid design introduces
higher latency compared to the traditional ICN solution.

B. IPdependent Solutions
The IPdependent solution focus on specific Internet Ser

vice Provider (ISP) that seeks advantages from ICN without
remodeling their entire service structure or pushing the users
to adjust or replace their existing hardware and applications. In
these circumstances, the existing protocols (e.g., HTTP, TCP,
IP, and UDP) are utilized to support the ICN packet from one
point to another.
The works in [21]–[23] proposed IP overlay approaches

to integrate OpenFlow with ICN. It requires a wrapper or
plugin to implements ICN functionalities over OpenFlow.
These studies have several drawbacks, such as processing
delays due to additional plugins, semantic changes to IP fields
due to overlay approaches and IP address dependency instead
of content names.

III. Proposed System Model
The proposed ICSDN architecture separates the control

plane from the data plane and provides a programmable
data plane interface. The control plane comprises a controller
that functions as a control logic of the entire network [24].
The controller registers content generated by the producer or
intermediate node and stores this content in the corresponding
table. When the producer or ICN node obtain the content,
they send it to the controller to register as an interest packet.
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In the case when the consumer requests for content arriving at
the controller, the content will be delivered through the best
route by adopting the Dijkstra’s shortest path [25] algorithm
that minimizes the transmission time for a packet and installs
flows information. The corresponding flows are installed by
the controller with the help of the interest packet. Furthermore,
the data plane is the forwarding plane that consists of the ICN
node, content generator, and consumer. The ICN node is the
data forwarding node, which routes data between producer and
consumer, understands flow information, and sets the PIT on
the ICN node.
In the following, we design a cleanslate SDN controller

which is fully compatible with the ICN forwarding principle
and utilizes innetwork caching. The application for ICN
node (router) is deployed on all switches that recognizes the
flow information and assign node identifiers like node_id.
Besides, we develop different application modules such as IC
SDN controller, a custom consumer, and a custom producer.
Figure 1 shows an overall architecture of the proposed system.
We also modify the traditional ICN packet structure to con

tain the proposed flowbased information. Moreover, the pro
posed ICSDN solution features multipath content forwarding,
content management, caching strategy, and intelligent content
discovery. The proposed ICSDN leverages the followings:
1) The IC SDN solution works on clean slate ICN for

warding principle resulting in the limited overhead of
mapping IP to name objects.

2) The data is accessed in chunks. Therefore, a lesser
amount of interest packet is required to allocate many
contents to the desired locations. The controller ac
knowledges the content and topology simultaneously,
allowing less interest looping and control overhead.

3) The proposed framework requires half of the total round
triptime (RTT) due to the single flow initializes multiple
PIT entries resulting in faster data start delivery from
producer to consumer. On the contrary, the traditional
ICN only delivers a single packet based on a single
request packet.

4) The IC SDN controller has a global network view
that provides the best forwarding or routing path to
the requested consumer, improving the system’s overall
latency.

Accordingly, the proposed framework enhances the perfor
mance by utilizing the efficient forwarding strategy and off
path caching. In particular, our proposed ICSDN architecture
comprises of 1) Packet Structure 2) Content Management 3)
Content Forwarding Strategy 4) Caching Strategy 5) Content
Lookup. In the following, we describe the details of each
architecture component.

A. Packet Structure

The ICNbased interest and data packet are modified in
the proposed system to carry flow and other information. We
categorize packets into four types: Flow, Interest, Registration,
and Data.

Topology Discovery and Statistical Module 

Content Management Module 

Content Lookup and Path Calculation Module 

Load and Weight Management Module 

Controller Communication Channel 

Flow Information

Consumer ICN Node Producer

TLV Extract PIT Caching Strategy
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Figure 1: Components of ICSDN Controller.

Firstly, we define TypeLengthValues (TLVs) for prefix,
prefix sequence number, node id, control code, and cache
status. Then we integrate them into the default ICN interest
packet to correspond to a specific action for an individual
task. The newly proposed interest packet structure is shown
in Figure 2a.

ICN Interest Packet Prefix Prefix Sequence No: Next Node Id Control Code Caching Status

(a) Flow Information Packet Structure.
ICN Data Packet ACK

(b) Data Packet Structure.

Figure 2: Packet Structure.

The data packet in our system has a few modifications. In
particular, it adds the acknowledgment(ACK) field to the TLV
of the packet, which tells the content is available or not and
the size of the data chunk to access that chunk. The packet
structure of the proposed data packet is shown in Figure 2b.

B. Content Management

The controller registers content from the original content
generator or intermediate nodes and save them into the re
spective table (producer or caching table). The controller also
manages the content status table to check whether the content
is cacheable or not guided by the content generator. If the
content is from the intermediate node, then the controller
registers the name of the content, nodeid, sequence of content,
and the timer into its CacheTable. If the content is not
requested at a certain time, then the table’s entry is deleted, but
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if the content is requested again, the timer is reset as shown
in Algorithm 1 presented in Figure 3.

1: procedure Insert–Cache(Prefix,Node_Id,Timer)
2: Input:Prefix,sequence,Node_Id,Control_Code
3: if Node(x) =Producer Node then
4: Content_Table←Insert(Prefix/seq,Node_id)
5: Content_Status_Table←Insert(Prefix/seq,Caching_Status)
6: end if
7: if Node(x) =Intermediate Node then
8: if Prefix is in Cache_Table then
9: for each node n has Prefix do
10: if n=Node_id then
11: Cache_Enrty_Exist_at_Node←True
12: Cache_Table_Timer←Update(Prefix/seq,Node_id,Time(10sec))
13: Schedule_Now←refresh(Prefix/seq,Node_id,Time(0sec))
14: end if
15: if Cache_Enrty_Exist_at_Node=False then
16: Cache_table←Insert(Prefix/seq,Node_Id,Timer)
17: Schedule(1sec)←refresh(Prefix/seq,Node_Id,Time(1 sec))
18: end if
19: end for
20: else
21: Cache_table←Insert(Prefix/seq,Node_Id,Timer)
22: Schedule(1sec)←refresh(Prefix/seq,Node_Id,Time(1 sec))
23: end if
24: end if
25: end procedure

Figure 3: Algorithm 1 for Content Registration.

C. Content Forwarding Strategy
In the proposed architecture, we model a named flowbased

forwarding strategy as part of the proposed framework as
shown in Figure 4. We design a new communication pattern
with a single interest for content from the consumer to the
controller instead of sending interest for every data packet. The
controller sends flow information to the ICN node by setting
entries according to the number of chunks to be delivered into
PITs, as shown in Figure 5. Each entry is created after a fixed
time interval allowing an event on the producer to generate
data and define the data rate accordingly. When content starts
transferring from producer to consumer, the PIT entry for
that content is removed. The single request delivers many
chunks of data. As a result, the utilization of PIT instead of
FIB enhances network performance, bandwidth utilization and
reduces roundtriptime for data flow.

Request Content Segment

Forward Request to Controller

Send Flow Information Send Flow Information

Send Data start seqSend Data start seq

Send Data n seqSend Data n seq

Send Cache InformationSend Cache Information

Consumer ICN Node

SDN Controler

ICN Node
Producer

Cache ContentCache Content

Send Flow Information

Figure 4: Forwarding Strategy

Rread TLV

No

Yes

seq<=Chunk size

Stop

Flow Information

Add PIT Entry

(Prefix/<seq,seq++>, 

In & Out Face) 

0.05 second for data rate

 

    Prefix/1                0         

Prefix Face

 

 

Prefix/1              0 

. 

. 

    .     

       Prefix/100           0       

 

Prefix Face

0.05 sec PIT Entry
Incremented

Figure 5: PIT Entry in ICN Node

D. Caching Strategy
We propose a caching strategy for ICSDN where content is

transferred from the producer to the consumer. The interme
diate nodes cache the content and maintain the content table
with a timer. The cached content information is also sent to the
controller to register. We show the controller synchronization
with the ICN node content table in Figures 6 and 7. The time
continuously reduces per second, and the cached content from
the table is automatically removed once the timer reaches
zero. On the other hand, the controller and the ICN node
update their content caching time while the content is accessed
before expiry (shown in Figure 6 Algorithm 2). The content
placement and replacement are in the number of the data
chunk size. So it provides more locality of content with less
computation required. It also supports offpath caching as the
controller is aware of caching and selecting the path with
the least distance to reduce content transmission delays. The
content is also accessed from the node near the consumer,
mainly from the edge, so popular content remains in edge
nodes. Therefore, less popular content is deleted because of
the timer making this Algorithm favoring edge and popular
content caching.

1: procedure Refresh(Prefix,Node_Id,Time)
2: for each node n is in Prefix do
3: if n=Node_id & Timer! = 0 then
4: Decrement Timer 1 sec
5: Schedule(1 sec)←refresh(Prefix,Node_Id,Time(1 sec))
6: break
7: end if
8: if n=Node_id & Timer= 0 then
9: Delete That Entry From Cache_Table
10: end if
11: end for
12: end procedure

Figure 6: Algorithm 2 for Cache Refreshment Procedure.

E. Content Lookup
The controller initiates its decisionmaking module on re

ceiving a request packet from the consumer for the requested
content. It extracts the TLV components from the request
packet and looks upon the ContentTable and CacheTable.
There are two possible events in this scenario. First, the
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Update Timer of

Entry
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Figure 7: Flowchart of: (a) Controller Cache Information Manage
ment; (b) ICN Node Cache Information Management.

controller looks up the contentname on the CacheTable. In
that case, it would detect the ICN router’s ID in charge of
caching the content. It then calculates the most optimal path
using Dijkstra algorithm to define the consumer’s best optimal
path to the ICN router with the cached data. Second, the
content name is located on the ContentTable, but not the
CacheTable. In this situation, the controller finds the producer
node and detects the shortest route from the consumer to
the producer, as shown in Figure 8. The content and cache
tables are defined as hash entries to achieve faster searching
of content. Figure 9, Algorithm 3 shows the algorithm for
content registration and discovery.

IV. Testbed Evaluation
In this section, we present the evaluation of our framework

through an extensive simulation testbed environment. Our
assessment is multifolded. Firstly, we categorize the scope of
our implementation to showcase meaningful experiments to
ensure our implementation’s feasibility. Secondly, all results
in this paper are calculated with 95% confidence interval over
ten runs. Finally, we explain why our solution is better than
the traditional approach.

A. Experimental Setup
To validate our datacentric framework proposal, we initial

ize simulated testbed scenarios using ndnSIM [26], which is
an opensource ICN simulator based on the NS3 simulation

Read TLV

Requested Prefix

Lookup

Send NACK to

Consumer

Send ACK to

Consumer with

Chunk Size

Update Topology

Check Content AT

Mutlinode

Find Content

Generator Node

End

No

Yes

Find Minimum

Distance Node

from Consumer

Yes

Find Nodes B/w

Consumer &

Generator Node

 Generator Node
No

Send Flow

Information to ICN

Nodes

Query Packet

Figure 8: Flowchart of the Content Search Procedure.

1: procedure Discovery (Prefix,Node_Id)
2: Input:Prefix,sequence,Consumer_ Node_Id,Control_Code
3: Read TLV Prefix,Node_Id
4: for each Node(x) = Consumer do
5: Content_tabe\Cashe_table←Search(Prefix,Producer)
6: if Search=Successfull then
7: Find_Shortest_Path ← Dijistra(g,x)
8: Multi_Node ← Compare_Distace_Between_Node
9: if Node=Intermediate_Node then
10: Cache_Table_Timer←Update(Prefix,Node_id,Time(10sec))
11: Schedule_Now←refresh(Prefix,Node_id,Time(0sec))
12: end if
13: Consumer ← Send_Response(ACK)
14: Generate_Request_Packet(Prefix,node,next_node,size)
15: Intermediate_Node & Producer← Forward_Flow_Information
16: else if Search! = Succesfull then
17: Consumer ← Send Response(NACK)
18: end if
19: end for
20: end procedure

Figure 9: Algorithm 3 Content Lookup.

framework [27]. We initialize simulated testbed using ndnSIM
to carry on identical experiments to verify our solution’s
feasibility and effectiveness. We start by presenting our simu
lation environment’s configuration, and later we elaborate on
each experiment’s details. The technical specifications for the
necessary parameters are provided in Table I.
We use BRITE [28] tool to pull Deutsche Telekom (DT)

topology from [29] into our modified version of the ndnSIM
based testbed. The topology consists of two layers: the core
and access layer.
The core layer has 14 ICN nodes interconnected with

multiple neighboring ICN nodes. On the other hand, the access
layer has 10 ICN nodes connected with numerous consumers
and producers. We increase the number of consumers than the
producers to achieve efficient results where each consumer
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Core Access

Figure 10: Generic DT Topology.

requests 20 packets per second. Finally, the controller is
connected with the ICN nodes in the core and access layer.
The partial view of the DT topology is depicted in Figure 10.
We also use the NCC routing strategy and LRU (Least Recent
Used) for the traditional ICN network because NCC [30] and
LRU [31] are the ICN’s default strategies.

Table I: Simulation Parameters.

Parameter Value
No. of Nodes 134
No. of Access Nodes 10
No. of Core Node 14
No. of Consumers 100
No. of Producers 10
Link Delay 10 ms
Link Capacity 1 Gbps
Content Popularity Zipf
Content Access Random
No: of Unique Content 100
Each Consumer run time 20 seconds
Interest Rate 20 per second
Simulation Time 40 seconds

B. Throughput
In this section, we execute two different experiments to

showcase the level of successful content delivery for 10 to
100 consumers and producers, both in traditional ICN and
proposed ICSDN implementation. Also, each of those ten
producers has two types of unique content.
1. Experiment 1: Each consumer requests random content,

with an interest rate of 20, and the content size is 400
packets.

2. Experiment 2: Each consumer requests 400 different
content, and some content may not be available.

In the traditional ICN, interests are sent simultaneously to
the producer resulting in increased roundtriptime (RTT) and
unnecessary bandwidth consumption. Therefore we design
the ICSDN framework to retrieve more content with less
interest packet solves this issue by transmitting less interest.
Therefore, we compare the throughput based on successful

data delivery percentage against an increasing number of
consumers. The comparison results are shown in Figure 11. In
the proposed system, a single request returns multiple chunks
of contents, decreasing the packet redundancy issue in the
system, unlike the traditional ICN, where packet redundancy
impacts performance degradation on the system. Similarly, the
controller installs multiple flows for a single request. Also, we
utilize the PIT to keep data moving from content producer to
consumer after installing flows.

20 40 60 80 100
No. of Consumers

95

96

97

98

99

100

D
at

a 
(%

)
IC-SDN
ICN

Figure 11: Throughput

In the second experiment, we evaluate the throughput per
formance based on the data packet processing between the
proposed ICSDN and pure ICN framework. The comparison
result is shown in Figure 12, favoring the ICSDN to achieve
a higher rate of data processing than pure ICN. The pure
ICN struggles as the number of consumers increase due to
the constant sending of interest to ICN nodes that result in
flooding on the routing table. Conversely, the proposed system
checks the availability of data and then installs PIT entries that
enable data movement in the network. The process reduces
interest flooding and achieves better utilization of resources.
The pure ICN performs better when the number of requests
for each consumer is decreased to the minimum. The higher
number of interests leads to performance degradation due to
the higher RTT and onpath caching principle, which does not
impact our proposed ICSDN system.

C. Cache Hit
In the third experiment, we observe the cache hit ratio for

10 to 100 consumers while randomly requesting 10 producers.
Each producer has two different prefixes containing 400
packets, and we assign 1 MB cache size to the intermediate
ICN nodes. Figure13 shows the cache hit ratio between the
proposed ICSDN and the pure ICN strategy. The proposed
strategy performs better than the conventional LRU strategy
when the number of consumers increases. The pure ICN’s
cache hit ratio is reduced due to increasing requests requiring
the contents to be cached to satisfy more requests. Again,
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Figure 12: Throughput with Content Miss

ICN’s onpath caching principle introduces a significant num
ber of missed caches while multiple consumers keep sending
requests to the ICN nodes. In contrast, the ICSDN supports
offpath caching, and the controller has the cached content’s
visibility. Therefore, the controller optimizes the caching hit
ratio on the system as the number of requests increases.
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Figure 13: Cache Hit

D. OffPath Cache
In addition to the previous experiment, we perform a simple

test to demonstrate offpath caching support in the present
section. The screenshots from the experiment are taken from
the ndnSIM visualizer. Figures 14 and 15 shows the offpath
caching support as compared to pure ICN’s onpath caching.

E. Packet Delay
We calculate the roundtriptime between consumer and

producer using the topology presented in Figure 10. The
proposed scheme reduces RTT for interest sent for every data

Figure 14: ndnSIM visualizer screenshot showing offpath Cache
Access ICSDN

Figure 15: ndnSIM visualizer screenshot showing only inpath Cache
Access ICN

packet. We use a single request for a chunk of data and utilizes
PIT instead of FIB. This modification achieves less amount of
interest flows in the network. The controller sets the data rate
and initializes PIT entries in the ICN nodes according to the
consumer’s request ratio. The data travels to the requested
consumer from the producer based on the rate set by the
controller. Again, this rule applies to the fresh content, not
the cached ones. The proposed PITbased forwarding performs
intelligent data routing among the participant nodes, improving
the network’s latency and overhead. Figure 16 shows the RTT
performance comparison between the ICSDN and pure ICN
solution, where we calculate the routing latency against the
increasing number of hops.
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Figure 16: RoundTripTime
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F. Interest Overhead
The proposed system has less interest overhead than pure

ICN because the ICSDN system access data in chunks. The
ICN uses an interest packet for every data packet while we
access the data in chucks. To access 100 data packets, IC
SDN uses only one interest packet while ICN uses 100 interest
packets. We collect the interest overhead of proposed and
pure ICN using simulation. We found that 10 consumers
inquire 4000 data packets use 4000 interests in pure ICN.
In comparison, the proposed ICSDN solution requires 40
interests at 1% interest overhead compared to pure ICN to
process the same amount of contents in the network.

V. Conclusion
The presented work explores some of the exist ing prob

lems the generic SDNICN principles face and proposes a
cleanslate ICSDN controllerdriven solution that provides
efficient routing and caching of the contents using a PIT
based stateful forwarding. It reduces the overhead of both
fresh and requested interest packets that originate from a
single or multiple consumers. Besides, the novel in network
caching utilizes the producer’s available content and brings
them closer to the consumer. The controller installs a single
flow per one unique content reducing the additional overhead
from the intermediate ICN nodes. The ndnSIMbased proof
ofconcept implementation and evaluation results exhibit the
design flexibility and performance efficiency of the proposed
IC SDN solution highlighting higher throughput and lower
latency than traditional NDN which is one of the mostly
adopted ICN implementations.
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