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A B S T R A C T

Nowadays, Internet usage has become prevalent, primarily because of high-quality heterogeneous multimedia
content expectations from the subscriber (consumer), which puts tremendous pressure on the publisher
(producer) in the networks. Information-Centric Networking (ICN) is a future internet architecture that
optimizes data resources through content-based forwarding and caching, making it well-suited for multimedia
content and video streaming (VS) scenarios. However, real-time data delivery is challenging in the current ICN-
based publish–subscribe (pub-sub) mechanism, which pushes the existing pub-sub studies to prioritize more
on the forwarding information base (FIB) rather than the pending interest table (PIT). This leads to issues such
as inefficient caching and forwarding mechanisms, high overhead, and communication costs. To address these
challenges, in this paper, we present a novel forwarding and caching solution named VS-ICSDN, integrating the
combined principles of ICN-based pub-sub scheme and software-defined networking (SDN) in order to utilize
the network resources more efficiently. We design a clean-slate caching strategy and name-based forwarding
method to support both on-path and off-path caching on ICN nodes to coordinate flow entries among the
SDN controller and clean-slate ICN nodes to maximize PIT utilization. In addition, the framework allows the
content to be stored and searched in chunks with a single request to access the desired content, reducing the
communication overhead and significantly improving overall performance. A simulation-based testbed and
experimental result analysis validate our proposed work’s effectiveness in ensuring efficient network resource
usage with low communication overhead and computational cost compared to other baseline methods.
with the new communication pattern pub-sub to prioritize content
instead of a location that balances the desired data quality with the
best service possible to improve the overall network performance [5].
1. Introduction

Video streaming services are the core of internet traffic and have
become very popular in this digital world [1,2]. Internet applications
from popular online services, e.g., Facebook, Youtube, Twitter, Youku,
and live news channels, demand efficient content distribution mech-
anisms [3]. Therefore, the video steaming topic is popular in the
research community regarding the Quality of Experience (QoE), future
transmission bandwidth demand, and reducing delay in the whole
network [4]. However, the current internet architecture is inefficient in
providing the desired streaming quality and maintaining the network’s
position due to unsupported content recognition. Therefore, a future
network paradigm named Information-Centric Network (ICN) appears
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Moreover, ICN brings great attention to video transmission [6] in which
the subscriber subscribes to the number of interest packets as a video
segment. Each transmission mode plays an important role in the ICN
architecture, depending on the network condition. Besides, each node
has its local cache that distributes the content with other nodes to over-
come load balancing issues. The ICN delivers the data segment based
on the hop [7]. A subscriber node is not recognized by its potential
publisher. However, the ICN improves the video quality and somewhat
mitigates challenges. Therefore, a suitable approach is still required to
enhance video streaming performance [8]. On the other hand, high-
demand media has been shifted to the internet, which demands Quality
of Service (QoS) and QoE. The adaptive bitrate (ABR) bitrate algorithm
rticle under the CC BY license (http://creativecommons.org/licenses/by/4.0/).
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was introduced [9] to deal with high-quality video streaming issues.
Similarly, ABR and Dynamic Adaptive Streaming (DAS) have been
proposed to improve the efficiency of video streaming [10].

Recently, the combined Information-centric and Software-defined
networking (ICSDN) has become a promising concept to address the
growing multimedia demands by utilizing in-network caching, and
named-based content delivery [11]. SDN keeps the information about
network topology [12,13] and provides a global view of the network
through network function virtualization (NFV) [14] with a simplified
and scalable centralized network control that allows automated task
initiation, efficient off-path caching, robust, and data transmissions.
Moreover, the SDN controller keeps the information bout ICN and pro-
vides in-network caching and multi-casting through disseminating the
data by utilizing the content’s ID compared to traditional Internet Pro-
tocol (IP) that mainly focuses on the location instead of content [15].
Therefore, the combination of ICN and SDN magnifies both technol-
ogy’s advantages. However, there are many challenges due to their
differences in how they are implemented as sole technology [16].
For example, unlike SDN, which is based on IP address, ICN routes
information using named objects instead of IP addresses. Besides, ICN
adopts in-network caching, which is difficult to implement in the SDN
that requires each network switch to be identified.

To tackle this issue, [17] discusses different methods to cache
the content from the nearest node to improve the on-path caching
performance but encounter problems that affect network performance.
Firstly, the delay becomes a concern if the requested video content
is close to the server node. Secondly, ICN nodes require additional
computational overhead due to updating the header of content and
data. On the other hand, off-path caching [18] aims to mitigate the
on-path caching issues through an efficient caching scheme to improve
the cache hit ratio and reduce delay and content overhead. The research
community proposed many off-path caching methods and algorithms
but did not meet the desired results. The existing strategies get the
desired data by requesting individual requests for each video’s content,
resulting in increased content overhead and latency. In this regard, we
introduce the ICN theory into SDN to help overcome these issues with
content-based host-centric implementation. According to ICN’s princi-
ple, various new methods can propose and implement in SDN [16].
Therefore, we propose the VS-ICSDN approach for video streaming in
ICN-based pub/sub to overcome these issues.

Accordingly, this paper focuses on the practical realization of
caching in the ICN-based pub/sub communication patterns, considering
all its implementation challenges. Moreover, the core contributions of
this paper are listed as follows:

• We formulate latency and cache hit problems for video streaming
in an ICN-based pub/sub scenario. We propose a named-based
forwarding and an on-off-path caching scheme in a clean-slate
software-defined information-centric environment.

• We redesign the SDN controller according to the data-centric
principle to synchronize with cached information of subscriber
and publisher node and provide content at the minimum cost. Re-
garding data flow, we emphasize the PIT instead of FIB to improve
network speed and reduce round-trip time and bandwidth usage.

• A content forwarding algorithm is designed to deal with pub/sub
request packets. The SDN controller distributes the flow informa-
tion of desired data in chunks to initiate scalable data transmis-
sion between publisher and subscriber.

• Finally, we provide ndnSIM-based extensive simulations and re-
sults assessments to justify the efficiency of our proposed model
against baseline methods in terms of the cache hit ratio, latency,
and overhead.

The rest of this paper is organized as follows. We discuss the related
ork in Section 2. In Section 3 the system model, communication
odel, and problem formulation are discussed. We presents clean-slate
penFlow approach in Section 4. The immense analysis and VS-ICSDN
erformance are demonstrated in Section 5, and finally, we conclude
he work in Section 6.
2

2. Related works

Many studies presented work to improve network communication
costs, reduce delays, and provide reliable high-video streaming services
based on different cache policies, i.e., FIFO, LFU, and LRU [19]. Most of
these methods adopted ideas that cached the popular content on indi-
vidual nodes but suffered some performance issues due to only focusing
on cache behavior for an individual node [20–25]. The author intro-
duced a distributed function based on scalable video coding (SVC) to
improve video delivery performance [26]. A rate-based adaptive strat-
egy is introduced in [27]. This idea continually inquiries the available
bandwidth that varies the requested bitrate. A load balancing adaptive
video scheme is discussed [28]. The author presented the cooperative
caching [29] scheme using scheduling in which partial sensor node
sleep with its ranging and others active to serve the request. A caching
scheme is presented based on data lifetime, and the request rate [30]
to reduce the delay in the network. Another cooperative cache study is
proposed in [31,32] for a dynamic network. However, the result shows
that the proposed scheme is good instead of mentioned existing work.
Meanwhile many researchers [33–36] have considered the caching
decision a typical NP-hard problem that placed the content in different
networks. the authors introduced various way using polynomial time
and greedy algorithm to solve this problem. The push-based caching
scheme is proposed to embed the data or add a payload in the interest
packet and data generated when the payload request is sent. Datacenter
(DC) [37] plays an important role in SDN-based networks, so the author
presents the over-subscription in DC to reduce the project’s overall cost.
The over-subscription term has defined the bandwidth ratio between
the specific node to the final host node in which 1:1 indicates that all
nodes communicate to other nodes using their total bandwidth. The
demand for high-quality video content has increased rapidly so, many
researchers paid attention for the growth in global video traffic [38–
42]. The ICN approach brings an efficient method for distributing video
streaming. Many studies discussed the proactive caching and routing
methods in [43–46] to address the latency and caching popular data
issues. To reduce the controller overhead and hop count, the router
publicizes its neighboring exact prefix’ availability. This proposed study
is applied in the old version ndnSim-1.0, which has many deficiencies
like no concept of flow installation, cache, and content refresh issues
compared to the current ndnSIM version [47]. A transcoding scheme is
suggested in [48] to store the highest content quality and forward it to
others to improve the network performance.

Many forwarding methods are introduced in [53–55], which dis-
cusses that the control and the data planes are not logically separated.
Additionally, controlling all traffic via the centralized controller de-
creased the whole system’s efficiency. Similarly, the authors proposed
the routing scheme in [56] and lookup method in [57] to enhance
content access time and routing scalability but faced higher latency
than the default ICN routing method. A probabilistic caching and for-
warding scheme [49] is introduced and compared the proposed method
with [50,51] to enhance the caching and forwarding performance in
terms of a cache hit, latency, and interest overhead. However, the pro-
posed method covers only a small area and still faces redundancy issues
when data is retrieved from the producer node. Therefore, according
to the above discussion, an efficient caching and forwarding scheme
is required to mitigate performance bottlenecks. We observe that the
combined functionalities of ICN and SDN play a key role in solving and
improving the caching and routing performance. Furthermore, the key
summary of comparison approaches is discussed in Table 1.

3. System model

In this section, we discuss the network model, communication
model, problem statements and formulation.
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Table 1
Comparison of existing approaches.

Ref Cache behavior Caching strategy Replacement
strategy

Forwarding
strategy

Data retrieval Softwarization Remarks

[49] Off-path LCE LFU Default Chunks ✓ - Cover-small area;
- Content redundancy,
- Less cache utilization.

[50] On-path Popularity LRU CPT Packets ✗ - Ignore local node popularity,
- Less caching when increase network
size.

[51] On-path HPC LRU Default Chunks ✗ - Lower caching rate(w.r.t subscribers);
- No content distinction,
- Increases cache weight,
- Increase content delay.

[52] Not discussed LRU Popularity Bloom filter Packets ✓ - Extra storage space in need for
additional component;
- May failure to detect interest
duplication,
- Not discussed method, if PIT overflow,
- Required extra computing cost
resulting increase overhead.

This work On and Off path CACC Popularity and
time-aware

PIT Chunks ✓ - Support on-off-path caching ;
- Improve cache hit rate,
- Reduced interest overhead and Latency,
- Covered Small and Large-scale area.
𝐶

𝐿

w
n
𝑚
i
a

3.1. Network model

In this subsection, 𝑆𝑛 is an SDN controller, and multiple ICN nodes
𝑀 are assumed to optimize NDN’s caching approach. We consider
an undirected graph 𝐺 = {𝑉 ,𝐸}, where V represents the node’s set
𝑉 = {𝑣1, 𝑣2,… , 𝑣𝑚}, 𝑚 ∈ 𝑀 and all network’s nodes are connected by L
inks and the links set 𝐸 = {𝑒1, 𝑒2,… , 𝑒𝑙}, where 𝑙 ∈ 𝐿 and 𝑒𝑙 = 𝑙𝑥,𝑦, (𝑥, 𝑦)
∈ 𝑀 indicated the link between 𝑣𝑥 and 𝑣𝑦. The publisher node 𝑃𝑛𝑑
generates the video content a to the controller node 𝑆𝑛 for registration
and the subscriber node 𝐶𝑛𝑑 sends the desired content a to the 𝑆𝑛 to
find the original content a from nearest node via flow information. The
PIT entry updates after receiving the chunks of data.

1 ≤ 𝑥, 𝑦 ≤ 𝑀,𝑥 ≠ 𝑦. (1)

According to (1) the connection link is verified with 𝑙𝑥,𝑦 ∈ {0, 1}.
Moreover, We denote the numbers of video content by 𝑛𝑟 where |𝑛𝑟|
is the total of the subscriber’s request. Each request is represented with
𝑛𝑟(a) ∈ 𝑁𝑟. The definitions of key notations are summarized in Table 2.

3.2. Communication model

We design a named flow-based communication model in our pro-
posed work, shown in Fig. 1. Generally, we divide it into four parts: (i)
SDN controller, (ii) multiple ICN-based nodes, (iii) users (subscriber),
and (iv) content provider (publisher). The publisher 𝑃𝑛𝑑 shares the
content information with controller 𝑆𝑛 for content registration, and the
subscriber 𝐶𝑛𝑑 generates the content request for desired data. After re-
questing the content, the 𝑆𝑛 finds the shortest path between the content
requester node and the content provider node. Moreover, 𝑆𝑛 sends the
content flow information with chunk size to the PIT, and time-interval
𝐼𝑡 is set for each entry in the PIT table before creating. After getting
the desired content, the ICN node 𝑀 sends the caching information
to the controller. The desired content’s entry is removed from the
PIT table when the content is transferred from the content provider
node (nearest node or publisher node). According to our method, a
single content delivers numerous data chunks, improving the network
performance using PIT rather than FIB, enhancing cache performance,
and reducing latency. Beside, the controller is divided into three main
components southbound, northbound, and East–west interfaces. The
information-centric OpenFlow switch is enabled in the southbound
interface and acts as a forwarding plane that contains ICN-node (switch
3

based on ICN), subscriber, and publisher nodes. The northbound act n
as a management plan to provide the global view and interface of
the network. The East–West bound interface (EWBI) is responsible for
communicating with the other apps in the distributed controller. The
controller installs flow when a request from the subscriber reaches the
controller and finds the shortest path. Moreover, the details of the
controller are described in Fig. 2, and implementation is discussed in
Fig. 1.

3.3. Problem statements and formulation

This section discusses the forwarding and caching problems in ICN
off-path and on-path caching. The traditional forwarding methods face
latency issues due to traffic overloading in which each content request
is generated for each data resulting in increased latency. The second
problem is cache utilization due to on-path caching. For example if the
desired content is available close to the server node resulting less cache
utilization and increase delay in the network. Therefore, we propose
the VS-ICSDN approach for video streaming in ICN to overcome these
issues. We formulate the latency and overhead problems. We aim to
minimize latency, overhead and maximize the cache hit ratio. So, we
present two formulations off-path caching in a static and dynamic
environment.

3.3.1. Off-path in static environment
In this environment, we can get the reduced latency, represented as

𝐿𝑟. The requester can get their request from the nearest node or content
server as follows:

𝑁𝑟(𝑚) =
∑

𝑎∈𝐴
𝑇𝑛𝑟(𝑎) ⋅ 𝐶𝑠(𝑎), (2)

where 𝑁𝑟𝑚 is the numbers of request from node m, 𝑇𝑛𝑟(𝑎) ∈ |𝑛𝑟|
indicates the total numbers of request for content a, and 𝐶𝑠(𝑎) represent
the cache state based on binary value, where content a is cached if
𝑠(𝑎) = 1; otherwise 𝐶𝑠(𝑎) = 0. We get the reduced latency rate 𝐿𝑟 by

𝑟 =
∑

𝑚∈𝑀
𝑁𝑟(𝑚) ⋅ 𝑅(𝑚), (3)

here 𝐿𝑟 is the total reduced latency of desired content between two
odes (𝑚, 𝑣 ∈ 𝑀) and 𝑅(𝑚) indicates the reduced content delay at node
. The distance of the desired content 𝑑𝑖𝑠 = 0 indicates that the content

s cached locally and there is no delay. Suppose the requested content is
vailable on multiple nodes, then the content is cached from the nearest

ode and cached partially from different nodes as per chunks of data
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Fig. 1. System and communication model.
Fig. 2. Overall VS-ICSDN controller plane.
policy. The content will be partially cached from different nodes if the
distance and latency rate is the same. We merge (2) and (3) into (4) as

𝐿𝑟 =
∑

𝑚∈𝑀

∑

𝑣∈𝑀∕𝑚

∑

𝑎∈𝐴
𝑎𝑎𝑚𝑣 ⋅ 𝑇𝑛𝑟(𝑎).𝐶𝑠(𝑎) ⋅𝐷𝑚𝑣(𝑎), (4)

Here, 𝑎𝑎𝑚𝑣 indicates the value to cached the data from multiple nodes
and 𝐷 (𝑎) represents the delay of video content for a. If we assume that
4

𝑚𝑣
the desired content is cached from a single node, then we formulate as

𝑚𝑎𝑥 𝐿𝑟, (5)

𝑠.𝑡.
∑

𝑎∈𝐴
𝐶𝑧(𝑎) ⋅ 𝐶𝑠(𝑎) ≤ 𝑍𝑎, (6)

𝑎
𝑎𝑚𝑣(𝐼𝑡) ∈ {0, 1}, (7)
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Table 2
Key notations.

Notation Description

𝑀 Numbers of ICN nodes
𝑆𝑛 Controller node
𝐶𝑙 Links cost
𝑅𝑙 Forwarding links availability
𝑅(𝑚) Reduced content delay at node (m)
𝑎 Set of content and |𝑎| is total number of sets
𝑍𝑎 Cache size
𝐶𝑧 Content Size
𝑛𝑟 Set of request for content, and |𝑛𝑟| total number of request.
𝐶𝑠 Current cache state
𝐼𝑡 Time interval
𝜏 Ending process time
𝐿𝑟 Reduced latency
𝐶𝑛𝑑 Subscriber node
𝑃𝑛𝑑 Publisher node
𝐶ℎ𝑡 Cache table
𝐸𝑡 Content entry table
𝑇 𝑜𝑝𝑡 Topology table
𝐷𝑚𝑣(𝑎) Delay of video content for 𝑎

∑

𝑣∈𝑀∕𝑚
𝑎𝑎𝑚𝑣 = 1. (8)

According to (6), the content size must be less than node’s cache
size. Constraint (7) describes that the node 𝑣 caches the content from
node 𝑚 by a given specific time. As per (8), a single node is guaranteed
to send the desired content to the subscriber rather than multiple nodes.

3.3.2. Off-path in dynamic environment
We set the time-interval 𝐼𝑡 to get the desired performance in the

dynamic environment to get the position for new arrival content with
𝑡 − 1. So, the (6) will be reformulated as
∑

𝑎∈𝐴
𝐶𝑧(𝑎) ⋅ 𝐶𝑠(𝑎, 𝐼𝑡) ≤ 𝑍𝑎. (9)

Eq. (2) is further explicated as

𝑁𝑟(𝑚, 𝐼𝑡) =
∑

𝐼𝑡∈𝑇

∑

𝑎∈𝐴
𝑇𝑛𝑟(𝑎, 𝐼𝑡) ⋅ 𝐶𝑠(𝑎, 𝐼𝑡), (10)

where ∑

𝐼𝑡∈𝑇 is the interval-time that sets the specific time to 0.5. We
use (2) to obtain the reduced latency by

𝐿𝑟(𝐼𝑡) =
∑

𝑚∈𝑀
𝑁𝑟(𝑚, 𝐼𝑡) ⋅𝐷𝑚𝑣(𝑎, 𝐼𝑡), (11)

where we obtain (12) by using (4).

𝐿𝑟(𝐼𝑡) =
∑

𝐼𝑡∈𝑇

∑

𝑚∈𝑀

∑

𝑣∈𝑀∕𝑚

∑

𝑎∈𝐴
𝑎𝑎𝑚,𝑣(𝐼𝑡) ⋅ 𝑇𝑛𝑟(𝑎, 𝐼𝑡)⋅

𝐶𝑠(𝑎, 𝐼𝑡) ⋅𝐷𝑚𝑣(𝑎, 𝐼𝑡).
(12)

Finally, the problem is formulated as.

𝑚𝑎𝑥 𝐿𝑟 (13)

𝑠.𝑡.
∑

𝑎∈𝐴
𝐶𝑧 ⋅ 𝐶𝑠(𝑎, 𝐼𝑡) ≤ 𝑍𝑎, (14)

𝑎𝑎𝑚𝑣(𝐼𝑡) ∈ {0, 1}, (15)

∑

𝑣∈𝑀∕𝑚
𝑎𝑎𝑚𝑣 = 1. (16)

Here, 𝑎𝑎𝑚𝑣(𝐼𝑡) represents that the desired content is retrieved be-
tween setting 𝐼 , otherwise miss the content.
5

𝑡

4. Proposed clean-slate flow-based approach

In this section, we discuss the proposed clean-slate flow-based ap-
proach that is divided into four sections: (i) Interest and data structure,
(ii), Content registration and management, (iii) Clean-slate caching
scheme, (iv) Flow-based forwarding scheme.

4.1. Interest and data structure

The default NDN’s structure [58] of interest and data packet is
modified to carry the flow information in the proposed system. The
default interest packet is divided into five parts: (1) content-prefix, (2)
sequence-no, (3) ID-next-hope, (4) flow-code, and (5) caching status.
Similarly, the ‘‘ack’’ acknowledgment field is added to the default data
packet in the current ICN structure.

4.2. Content registration and management

The controller registers the content from the intermediate node and
content generator. Moreover, to ensure content caching, we designed
Algorithm 1 for content registration and caching. The controller node
𝑆𝑛 extracts the information of the prefix. After getting prefix informa-
tion, two main events occur to find the content in the entry table 𝐸𝑡
or cache table 𝐶ℎ𝑡. First, the 𝑆𝑛 looks at the content in the cache table
and finds the concerned ICN node 𝑚 with its ID, then finds the shortest
path via Dijkstra Algorithm to fulfill the subscriber’s request. Second,
if the subscriber’s request exists in the 𝐸𝑡 but not in the 𝐶ℎ𝑡 then the
𝑆𝑛 finds the nearest 𝑃𝑛𝑑 with the shortest-path to fulfill the subscriber’s
request. See more detail in the Algorithm 1.

4.3. Clean-slate caching scheme

We divided this section into controller-aware content caching and
content replacement decisions.

4.3.1. Controller-aware content caching
In our proposed scheme controller-aware content caching (CACC),

we assume that a cache size 𝑍𝑎 and the process 𝑊𝑛,𝑎, where 𝑊𝑛 =
{𝑊𝑛1,… .,𝑊𝑛𝑛} is a process with content a and time interval [𝐼𝑡], where
𝑊𝑛,𝑎[𝐼𝑡] = 1. The content either requested by the subscriber or not by
following:

𝑊𝑛(𝐼𝑡) ∶=
𝑛
∑

𝑎=1
𝑊𝑛,𝑎(𝐼𝑡). (17)

The unique contents are requested between [−𝐼𝑡, 0]. Let us take the
minimum interval (−𝜏𝑛, 0) in which 𝑍𝑎 unique contents are assigned
as follow: where 𝜏 indicates the ending time of the process.

𝜏𝑛 = 𝑖𝑛𝑓 [(𝐼𝑡)∶𝑊𝑛(𝐼𝑡) ≤ 𝑍𝑎]. (18)

We get the same process of requesting content if we change the time in
reverse order, where 𝜏𝑛 is the ending time for 𝑊𝑛(𝐼𝑡). The default cache
of NDN is LRU [43] in which the less frequent content is dropped first
when the new content is arrived to add in the full cache. Thus, the
most frequent content remains in the existing cache. We can calculate
the cache hit probability of the default NDN cache by

𝐶𝐻𝐿
𝑛 = P0

𝑛[𝑊𝑛,𝑢0𝑛
(𝜏𝑛) = 1]. (19)

where 𝐶𝐻𝐿
𝑛 presents the numbers of cache hit for content a, 𝐿 indicate

default cache and P0
𝑛 is a Palm probability that is associated with

process 𝑛 ∈ 𝑊𝑛 and 𝑢0𝑛 ∈ 𝐴 [59]. We can get cache hit probability
for requested content 𝑎 by

𝐶𝐻𝐿
𝑛,𝑎 = P0

𝑛,𝑎[𝑊𝑛,𝑎(𝜏𝑛) = 1], (20)

𝐶𝐻𝐿
𝑛 =

𝑛
∑

𝑃𝑟𝑛,𝑎[𝐶𝐿
𝑎,𝑏]. (21)
𝑎=1
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Algorithm 1: Content caching and registration process.

Procedure Packet FORWARD with information-path
forall Incoming 𝑛𝑟_a do

Read TLV (a, Prefix, 𝑚);
while 𝑚(x) = 𝑃𝑛𝑑 do

Ch𝑡 ← Add.Entry (Prefix, 𝑃𝑛𝑑 , 𝐼𝑡);
𝑃𝑛𝑑 ← ACK send;

end
while 𝑚(x) = 𝐼𝑛𝑑 do

E𝑡 ← updated cache and add entry Top_t ←
Graph Updated (gr);

end
while 𝑚(x) = 𝐶𝑛𝑑 do

Ch𝑡 ← Search (a, Prefix, 𝑃𝑛𝑑);
if Search = Successful then

Find-shortest-path ← Dijikstra (gr,x);
𝐶𝑛𝑑 ← Send-(ACK) Generated 𝑛𝑟_a (a, 𝑚,
Prefix, P);
𝑚 and 𝑃𝑛𝑑 ← Forward 𝑛𝑟_a;
else if a ≠ desired content then

PIT ← Add.Entry (a, Prefix, 𝐶𝑛𝑑);
𝐶𝑛𝑑 ← Send-(NACK);

end
end

end
end

Here, 𝑃𝑟 indicates probability. Finally, for the Controller-aware cache,
a 𝐼𝑡 is added with content for the scope of the content. When the
content time expires, that content will be evicted from the cache. In
this work, we design the cache eviction policy based on controller
synchronization time-aware content cache. In our proposed scheme, we
set the time value 𝐼𝑡 with the most popular content. When the most
popular content is identified, then the 𝐼𝑡 is counted; when the 𝐼𝑡 expires,
that content will be evicted. We can get content popularity by

𝐶𝐻𝑐𝑙
𝑛 (𝑎) = P0

𝑛[𝑊𝑛,𝑢0𝑛
(𝑎) = 1], (22)

here 𝐶𝐻𝑐𝑙
𝑛 illustrates the clean-slate cache hit and finally concludes

y (22)

𝐻𝑐𝑙
𝑛 (𝐼𝑡) =

𝑛
∑

𝑎=1
𝑃𝑟𝑛,𝑎[𝐶

𝑇𝑙
𝑛,𝑎(𝐼𝑡)]. (23)

urthermore, we deal with the ergodic content process and independent
ontent by

𝑎(𝐼𝑡) ∶= E
(

𝑊𝑛(𝐼𝑡)
)

, (24)

he numbers of requested contents are satisfied with 𝐼𝑡, where 𝑊𝑎 is
entioned (1), E represent the values of the expected outcomes, and we

an calculate the hit probability of the controller time-awarded cache
s

𝐻𝑐𝑙 (𝐼 ),∀𝑎 = 1,… ......., 𝑎. (25)
6

𝑛,𝑎 𝑡𝑎
nd the following is to deal with the Poisson requests,

𝑎 =
𝑛
∑

𝑎=1

[

1 − e−𝜆𝑛,𝑎𝐼𝑡𝑛
]

. (26)

4.3.2. Cache replacement decision
We design Algorithm 2 for content replacement in VS-ICSDN. The

content provider nodes maintain the CS table for a given timer. We
design the synchronization function for getting cached content informa-
tion from the providing node with a controller for content registration.
The 𝐼𝑡 is set with cached content, and the content is removed when 𝐼𝑡
reaches 0. Furthermore, the decision of content replacement is based
on the number of data chunk sizes. Moreover, we deal with the most
popular content to cached. We replaced the content in data chunks,
increasing cache locality and reducing latency and computation cost.

Algorithm 2: Content replacement decision.

Function Procedure content replacement
𝐼𝑛𝑖𝑡𝑖𝑎𝑙𝑖𝑧𝑒 ∶
𝑎 ∶ 𝐷𝑒𝑠𝑖𝑟𝑒𝑑 𝑐𝑜𝑛𝑡𝑒𝑛𝑡
𝑚 ∶ 𝐼𝐶𝑁 𝑛𝑜𝑑𝑒
𝐼𝑡 ∶ 𝑇 𝑖𝑚𝑒 𝑖𝑛𝑡𝑒𝑟𝑣𝑎𝑙
for each 𝑚 has content a do
if 𝑚 =Node-id and 𝐼𝑡 ≠ = 0 then

start schedule ← (a, 𝑚, 𝐼𝑡) ;
break;

end
if 𝑚 =Node-id and 𝐼𝑡 = 0 then

Deleted content from 𝐶𝑆𝑡;
start replacement function ← popular(a); //
Deal with most popular content

end
end

4.4. Flow-based forwarding scheme

Our proposed method aims to reduce latency and maximize the
cache hit ratio. In this regard, we design the flow-based forwarding
strategy in which we choose the shortest path of caching node based
on links cost. Beside, we implement the content forwarding strategy
on PIT using Algorithm 3 and discussed in Fig. 3. To populate the PIT
entry, the 𝑆𝑛 sends the content packet with flow information in chunks.
Then ICN node gets the flow information and installs the PIT’s entries
on its table with prefix and face-id. After that, it waits for data from
either ICN node 𝑚 or the subscriber node 𝐶𝑛𝑑 . Moreover, the 𝑆𝑛 guide
instructions to 𝐶𝑛𝑑 for content caching. Furthermore, we set the fixed
entry expiration time to generate data from the caching node to the
subscriber node. Suppose 𝐶𝐷𝑚 is the content demand flow in 𝑚 node
and 𝐶𝐷𝑚 = {𝑓1, 𝑓2,… ...𝑓𝑚} is the traffic flow demand for 𝑚 ∈ 𝑚. Then
the content distribution 𝛥𝑚 can be modeled as:

{𝑓 𝑝1
w1, 𝑓

p2
w2,… , 𝑓 pn

wn} = 𝛥𝑘×𝐶𝐷𝑚 ∀𝑚 ∈ 𝑀, (27)

where 𝑓 𝑝1
w represent the rate flow of 𝑤 which is sent by node 𝑚 via

path 𝑝. Furthermore, to assure the content flow demand 𝐶𝐷 that should
be less than link capacity 𝐶𝑙 within the given time 𝑡.
∑

𝑝∈𝑓 (𝑙)
𝑓 𝑝 ≤ 𝐶𝑙 ∀𝑙 ∈ 𝐿. (28)

In (28), we can get the traffic flow content for each node in the network.

Moreover, we designed a new pattern for interest, in which one interest
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Fig. 3. PIT entry process.
is sent to controller node 𝑆𝑛 for desired content instead of each interest
for each data. The 𝑆𝑛 generates flow information to other nodes, and
he chunks of data are delivered to the Pending Interest Table (PIT)
iscussed in Algorithm 2 and 3. Thus one interest is enough to deliver
he numbers of data chunks, and we enhanced the utilization of PIT
ntry.

Algorithm 3: Content forwarding and lookup.
Function FACE SELECTION and
UPDATE(PIT_Entry)
forall Incoming 𝑛𝑟_a do

Read Packet-Structure (𝑚, Prefix, P);
if Entry = New then

PIT ← Insert (𝑚, Prefix, In.Face);
𝑆𝑛 ← Forward-(ACK);
else if Entry ≠ New then

PIT ← Updated Entry;
𝑆𝑛 ← Forward-(NACK);

end
end

end
while Forwarding Interest_Pkt do

𝑆𝑛 ← Forward-Interfaces (In or Out);
𝑆𝑛← Forward content-caching_Information;

end
while Receiving Data do

Data (a, Sig); Verify data
PIT ← Search (a, interfaces );
Next-𝑛𝑜𝑑𝑒 (𝑚 or 𝐶𝑛𝑑) ← Forward to requester;

end

5. Performance evaluation

In this section, we divided the performance evaluation into two
scenarios. We consider the small-scale area in scenario-1, in which we
compare the proposed VS-ICSDN with the baselines strategies SRP [49],
DPCP [50], and HCP [51]. Scenario-2 is designed for large-scale net-
works to check our proposed method’s efficiency and compare it with
the existing approach FCR-NS [52]. We used different performance
7

Table 3
Simulation parameters.

Parameter description Value

Scenario -1

Interest rate 10/s
Subscribers 10–50
ICN nodes 2
Publisher 5% of total nodes
Cache replacement Proposed scheme
Data payload 128–512 (Bytes)
Caching capacity 50–150 (MB)
Topology Hierarchical (2-AS)
Simulation time 100-(s)

Scenario -2

Interest rate 10/s
Subscribers 150–1000
ICN nodes 5% of total nodes
Publisher 15% of total nodes
Cache replacement Proposed scheme
Data payload 256 (Bytes)
Caching capacity 50–100 (MB)
Topology Hierarchical (3-AS)
Simulation time 180 (s)
Name prefix Same as [52]

metrics such as cache hit ratio in percentage %, latency millisecond
(𝑚𝑠), and overhead in megabytes (𝑀𝐵). The extensive analysis is
examined under different network scenarios with network size, cache
size, and payload size.

5.1. Simulation setup and implementation

We use ndnSIM-2.x [60] (based on NS-3) to execute simulation-
based experiments to evaluate the feasibility and technical soundness of
our solution. We design customized applications (subscriber, publisher,
off-switch, and controller) and change the default interest and data
packet according to our proposed scheme. Besides, we employ the NDN
default topology generator to design the network topology hierarchi-
cally. This study uses two scenarios for small and large-scale environ-
ments. Scenario 1 consists of two Autonomous Systems (ASs) [49] that
connect to the controller, and each AS maintains 25 ICN nodes and
5% publisher of total nodes in the network. Scenario −2 consists of
three ASs, each consisting of 5% of ICN-nodes, 150–1000 subscriber
nodes, and 15% of publisher nodes in the entire network. Moreover,
the publisher node sends the information of newly generated content
to the controller. Meanwhile, the controller installs flows and sets
the PIT entry on each ICN-node to reduce the overhead and latency,
respectively. The controller communicates with the bottom-level nodes
to get the caching content information for future requests. Furthermore,
4 shows our designed topology, and the details of our simulation
parameters are shown in Table 3.
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Fig. 4. Simulation scenario.
Fig. 5. Performance comparison against increasing number of subscribers: (a) cache hit ratio, (b) latency, and (c) interest overhead.
.2. Experimental results based on scenario -1

.2.1. Effect of network size
In this experiment, we implement our proposed strategy on the

mall-scale network. We use 256 payload size in bytes, the same as
sed in baseline strategies [49]. To assess the performance of our
roposed study with state-of-the-art strategies, we change the number
f subscribers from 10 to 50, the interest rate is 10 per second, and
imulation time is 100 s. Moreover, the details of parameters are
iscussed in Table 3. The overall effect of network size is shown in
ig. 5. Our scheme is better than other methods and maintains the
erformance even if we increase the number of subscribers.

Fig. 5(a) shows the cache hit performance of our proposed scheme
ith other baseline methods. To verify the impact of network size, we
radually increase the number of subscribers. As a result, we notice that
8

VS-ICSDN’s performance improves due to the improvement in the PIT
performance with maximum utilization of the PIT entries.

The utilization of PIT overcomes the latency issue and increases the
overall performance of the whole network. Fig. 5(b) shows the latency
performance of the VS-ICSDN scheme with other state-of-art strategies.
The results show that some desired contents are not cached from nearby
nodes due to the high volume of requests generated by the highly
dynamic environment and diversity of content. However, VS-ICSDN
achieves performance with low latency than other methods. Fig. 5(c)
shows that the overhead rate of the baseline strategies is very high
compared to our proposed scheme. Although we increase the number of
subscribers to affect the network size for the proposed scheme, the VS-
ICSDN still maintains the performance position due to a higher cache
hit ratio.
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Fig. 6. Performance comparison against cache capacity: (a) cache hit ratio, (b) latency, and (c) Interest overhead.
Fig. 7. Performance comparison against different payload sizes: (a) cache hit ratio, (b) latency, and (c) Interest overhead.
Fig. 8. Performance comparison (scenario-2): (a) cache hit ratio, (b) latency, and (c) Interest overhead.
5.2.2. Effect of cache capacity
In this subsection, we used different cache capacities from 50 MB to

150 MB to evaluate the performance of other methods. In Fig. 6(a), the
VS-ICSDN cache hit ratio performance is analyzed against various cache
capacities with other existing strategies. The performance of SRP is
much more reasonable than others, but the VS-ICSDN is superior in the
cache hit performance due to better management of the cache. More-
over, the cache hit ratio reduces with the decrease of cache capacity.
The latency performance with other existing methods is demonstrated
in Fig. 6(b). Due to limited cache capacity, we noticed that the latency
9

increases when the nearby node does not cache the content with the
given time slot. However, the efficiency of VS-ICSDN is better than
other existing studies. Fig. 6(c) shows that the overhead rate increases
with the change in the cache capacity. Our proposed VS-ICSDN scheme
gets lower overhead due to a good forwarding scheme with a single
interest that gets many chunks of data compared to baseline strategies.

5.2.3. Effect of payload size
To check the effect of payload size on our proposed VS-ICSDN
scheme with other existing strategies, we apply different payload sizes
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from 128 to 512. Our proposed scheme is superior to other baseline
schemes, as depicted in Fig. 7(a). The cache hit ratio performance
is analyzed against various payload sizes with other strategies. The
nearest node achieves the desired content due to a proposed caching
and forwarding strategy. Fig. 7(b) illustrates the latency performance
with existing strategies. When the payload size is increased, the la-
tency gradually increases with payload sizes. We observe that the
other existing works manage the latency better than HPC; it could
not maintain the latency due to poor caching and content forwarding
schemes. However, the proposed strategy maintains the position of
latency performance due to good management of caching data resulting
in low latency. We increase the payload size to verify the overhead
performance. Fig. 7(c) shows that the proposed VS-ICSDN method is
better than other methods due to reduced round-trip time and getting
the data in chunks.

5.3. Experimental results based on scenario -2

In order to check the scalability of our proposed method under
large traffic, we consider scenario 2. In this evaluation, we use 150–
1000 subscribers and compare our work with FCR-NS [52]. Moreover,
Table 3 and Section 5.1 discuss the details of simulation parameters
and settings.

Fig. 8(a) represents the cache hit ratio concerning the change in
cache size. We use cache sizes 50 to 1000 (MB), 150 subscribers, and
a simulation time of 180 s, the same as mentioned in the existing ap-
proach FCRN-NS. The result shows that our proposed strategy achieves
performance with a maximum cache hit ratio compared to the existing
study due to a controller-aware caching scheme based on popular
content. Fig. 8(b) shows the latency performance with the baseline
approach, and we notice that the performance of VS-ICSDN is better
due to the PIT approach rather than FIB, and our proposed controller
aware caching scheme in which the controller knows the nearest pub-
lisher to provides the subscriber content with minimum hops. Fig. 8(c)
represents the rate of interest overhead. In this experiment, we use
150 to 1000 subscribers, cache size 800 (MB), and the details of other
parameters are described in Table 3. The results show that our proposed
scheme VS-ICSDN maintains the position against the FCR-NS approach
and minimizes the interest overhead due to getting the data in chunks
and maximum utilization of PIT entry.

6. Conclusion

This paper presents a caching and forwarding scheme for video
streaming applications over the ICN-based pub/sub communication
model. A softwarized controller is initialized in a clean-slate
information-centric network. By adopting the single-request-multiple-
flows and on-off-path caching principle, we facilitate PITs instead of
FIBs to minimize the round-trip time and bandwidth while improving
the solution’s scalability. Experimental results from different cache
capacity, network, and payload sizes show that the cache hit ratio,
latency, overhead and other parameters favor the proposed solution
compared to state-of-the-art methods. In the future, we plan to im-
prove the existing scheme through distributed SDN controllers to
take advantage of caching, computing, and networking capabilities of
both ICN-based edge and cloud nodes. Besides, we plan to integrate
machine learning approaches like deep reinforcement learning into
the controller to improve the data-centric synchronization among the
participating nodes.
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